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Preface

This volume contains the papers presented at the “Conference on Spatial Infor-
mation Theory”, held in Ellicottville, New York in September 2005. COSIT 2005
was the 7th International Conference held under the COSIT name. When An-
drew Frank and his colleagues organized the first COSIT conference on the island
of Elba, Italy, in 1993, it represented the maturing of an international research
community that had already met four or five times in the United States, Spain,
and Italy. Of course, cognitive and computational approaches to space and spa-
tial phenomena were not themselves new topics, but a context of providing theo-
retical underpinning for geographic information systems refocused some of these
researchers and brought them up against practical and conceptual challenges.
A second international symposium under the COSIT name, held in Semmering,
Austria in 1995, established COSIT as a biennial conference series that contin-
ued at Laurel Highlands, Pennsylvania, USA (1997), Stade, Germany (1999),
Morro Bay, California, USA (2001) and Ittingen, Switzerland (2003). A produc-
tive partnership with Springer’s Lecture Notes in Computer Science has ensured
that the papers from every COSIT meeting have been widely disseminated, and
the COSIT community has contributed significantly to the development of Geo-
graphic Information Science, Geoinformatics and Spatial Information Theory in
general.

This volume contains 30 papers, carefully selected from 82 manuscripts sub-
mitted for consideration. We believe that this is the largest number of papers
ever submitted to a COSIT conference. Each submission was rigorously reviewed
by three members of the program committee, and in cases where the reviewers
disagreed on the quality of the paper or its appropriateness for COSIT, we initi-
ated debates among the reviewers to resolve the disagreements. An acceptance
rate of 37 percent meant that some solid papers were rejected, as well as some
exciting new developments that the reviewers felt were not ready for publication
in a fully refereed volume.

We believe that the authorship of the papers in this COSIT 2005 volume
reflects both the continuity and strength of the series, and its openness to new
blood and new ideas. The 30 accepted papers have a total of 58 authors. Of those,
26 have written or co-authored a paper in a previous COSIT volume, but 32 are
appearing in their first COSIT volume (55 percent new). Of the 30 first authors,
18 are entirely new to the COSIT volumes (60 percent). Eleven of the papers
have single authors, six of whom are appearing in a COSIT volume for the first
time. Among the 19 co-authored papers, 11 had a mix of new and experienced
COSIT authors, expanding the COSIT community through co-authorship; the
remaining eight papers were equally split between four with all new authors and
four with all authors having previously published in COSIT. The author list is
also highly international, and the authors list current residences in 12 countries
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on four continents. Countries of residence of authors include USA (9 papers),
Germany (7), UK (4), Canada (3), France (3), Australia (2), Austria (1), China
(1), Israel (1), Italy (1), Japan (1), and The Netherlands (1). (The total adds up
to more than 30 because 3 papers had multinational co-author lists.) By country
of origin, the list would be even longer.

In addition to the refereed contributions, COSIT 2005 also featured two
keynote presentations by Wolfram Burgard and Barbara Landau; abstracts of
their talks can be found in this volume, and we thank them for their contri-
butions to the conference. The conference also included a poster session one
evening, and a Doctoral Consortium on the Sunday.

Like any other scientific conference, COSIT 2005 would not have been pos-
sible without the intellectual contributions and hard work of many people. We
can thank only a few here. Most important are the authors and the Program
Committee. The authors decided to share a significant piece of their academic
lives with the COSIT community, and we thank them. Each PC member re-
viewed four or five papers, almost all within the short time frame available.
Of the 246 reviews requested, only one failed to appear! We wish especially to
thank the COSIT Steering Committee for providing advice on policy issues and
some special cases in the review process. We also wish to thank Rich Gerber and
his excellent START conference management software, which facilitated a very
smooth review and manuscript handling process; we can certainly recommend
it to other conference organizers! Finally, a long and incomplete list of others
who contributed in many ways: Springer Lecture Notes in Computer Science
and their staff for publishing the volume; Environmental Systems Research In-
stitute (ESRI) for supporting the Doctoral Consortium, and Femke Reitsma for
organizing and chairing it; Diane Holfelner, Linda Doerfler, LaDona Knigge, Pat
Shyhalla, and others at NCGIA-Buffalo; Chip Day, Patti Perks, and other staff at
the Holiday Valley resort and conference center; and Bruce Kolesnick and Mable
Tartt Sumpter at the University at Buffalo Office of Conferences and Special
Events for handling the conference registration. We thank Matt Duckham for
continuing to maintain the www.cosit.info domain.

July 2005 Tony Cohn and David Mark
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Anchoring: A New Approach to Handling
Indeterminate Location in GIS

Antony Galton and James Hood

University of Exeter, UK
{A.P.Galton, J.M.Hood}@exeter.ac.uk

Abstract. We describe a new approach to representing vague or uncertain infor-
mation concerning spatial location. Locational information about objects in infor-
mation space is expressed through various anchoring relations which enable us
to state exactly what is known regarding the spatial location of an object without
forcing us to identify that location with either a precise region in the embedding
space or any precise mathematical construct from such regions, such as rough sets
or fuzzy sets. We describe the motivation for introducing Anchoring, propose the
beginnings of a formal theory of the anchoring relations, and illustrate some of
the ideas with examples typical of the real-life use of GIS.

1 Introduction

In this paper we introduce Anchoring, a new approach to handling vague and uncer-
tain location in GIS. We use Anchoring to frame and approach one particular problem:
Within the spatial data model of our GIS, how is it possible to reference spatial infor-
mation whose location cannot be assigned to precise coordinates?

A key motivation behind Anchoring was to develop a framework or model that
preserves any imprecision or vagueness, and does not eliminate it through any forced
approximation to precise regions. Many existing approaches are based on the faulty
assumption that vague or imprecise objects can, indeed must, be associated with regions
which represent their spatial extent. No matter whether these regions are ‘fuzzy’, or the
intersection of a set of ‘precisifications’, we feel that any precise representation of a
vague or imprecise spatial extent, though useful at a stage of analysis, fails to capture
a key aspect of the region (namely, its vagueness or imprecision), and should therefore
be omitted from any spatial data model.

With Anchoring we try to keep the vagueness or uncertainty of an object’s location
‘alive’ by saying only what we can say about it precisely and leaving everything else
for subsequent analysis. What can be said precisely about a region whose boundary is
imprecise or vague sometimes includes its topological relationships to regions whose
boundary is precise. Anchoring uses these relationships to give vague or imprecise re-
gions reference within a spatial data model.

2 The Problem of Indeterminate Location

Frank [3] articulates the problem thus:

A.G. Cohn and D.M. Mark (Eds.): COSIT 2005, LNCS 3693, pp. 1-13, 2005.
(© Springer-Verlag Berlin Heidelberg 2005



2 A. Galton and J. Hood

‘Space in today’s GIS is always seen as Euclidean space, represented with Cartesian
coordinates . .. Data that are not related to a point with given position cannot be entered
in a GIS. This limits the use of GIS for combining verbal reports about events, such as
accidents.’ [3]

To illustrate, suppose we wish to record in our GIS information about a car accident,
but all we know about the location of the accident is that it is ‘somewhere’ on the stretch
of motorway which lies between two given junctions. The data model of our GIS, quite
standardly, uses the coordinatised Euclidean plane; accidents would be represented as
geometric points, and stretches of motorway as connected sets of geometric line seg-
ments. Our problem is that without assigning the accident to a particular point, specified
by a pair of Cartesian coordinates, we cannot represent the accident in the spatial data
model. Of course, in reality we expect the emergency services to arrive at the scene
of such an accident quickly, and they could then give us a precise description of the
accident’s location. But what if the data we are entering into our GIS is from historical
sources, and the GIS is being used for analysis of this data? Or if the accident was not on
a motorway but in a remote area like, say, a national park, and the information is pro-
vided through possibly impressionistic verbal reports lacking precise coordinates? In
such situations our information might never be precise enough to represent the accident
as a geometric point.

This example involves uncertainty, but related problems arise in connection with
vagueness—although vagueness and uncertainty are quite distinct concepts, they have
enough commonality in the kinds of representational problems they raise to justify our
treating them together, at least in some respects. In both cases we see a kind of indeter-
minacy, and it is this aspect which is primarily addressed by our Anchoring theory.

Vagueness arises, amongst other places, in connection with descriptive terms such
as ‘hill’, ‘valley’, or ‘town centre’, whose referents, while certainly located in space,
cannot be assigned precisely delineated locations, short of an arbitrary and contestable
decision. In Figure 1(a), for example, the name ‘Greendale’ clearly refers to the valley
whose presence is evident to the map user from the contours shown; the map rightly
makes no attempt to assign a region with precise boundaries as the referent of ‘Green-
dale’, and yet it cannot truly be claimed that the map is on that account ambiguous
or incomplete: after all, we all know what a valley is, and can see from the particular
configuration of contours that there is a unique valley associated with the name ‘Green-
dale’. This does not mean that we can always give definite answers to questions such
as whether or not Green House is in Greendale: it is part of our common-sense un-
derstanding of the notion of a valley that answers to such questions will sometimes be
indeterminate. To be entirely certain which valley we are talking about, we can always
refer to it as the valley of the River Green; and while this fixes the valley beyond doubt
it still does nothing to make more precise its exact extent.

Likewise, in Figure 1(b), Green Hill is the hill which has a summit at elevation 220m
at the exact coordinates where this is marked, and from our general understanding of
what hills are this suffices to establish which hill bears that name, without in any way
importing the spurious precision that would come from delineating some precise outer
boundary and thereby assigning to the hill some exact spatial extent.
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- Green House

(a)

(b)

SURREY

©

Fig. 1. Placement of names on maps. Unlike ‘Surrey’, neither ‘Greendale’ nor ‘Green Hill’ is
associated with a region having a precisely delineated boundary. None the less, all three maps are

both clear and informative.
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Contrast these cases with Figure 1(c), where the word ‘Surrey’ is printed to indicate
the English county of that name, and from our understanding that counties do have
precise boundaries we can identify the relevant boundary on the map and understand
the spatial extent of Surrey to be precisely what is contained within that boundary.

3 Outline of Some Existing Approaches

A number of methods have been proposed for handling locational vagueness and un-
certainty in the context of information systems in which spatial location can only be
specified precisely. We shall review a few of these here, and in particular shall examine
how they fare in relation to the examples presented above.

Fuzzy Sets

If we think of our space as a set S of points, each endowed with precise numerical
coordinates, then a precise location can be understood as some subset L of that space.
For each point p € S, we have either p € L or p ¢ L. This is what is meant by saying
that L is a crisp set, and standard set theory admits no other kind. A crisp set L is
completely specified once it is determined, for each p € S, whichof p € Landp ¢ L
holds. A fuzzy set [8], on the other hand, is a more complex beast: to specify it, we must
state, for each p € S, the degree to which p may be regarded as belonging to L. This is
a number in the range [0, 1], and in principle all real numbers in this range are possible
fuzzy membership degrees. Crisp sets arise as the special case in which the number
assigned is always either 0 (corresponding to p € L) or 1 (corresponding to p € L),
whereas in a general fuzzy set, the points assigned value 0 are separated from those
assigned 1 by a zone consisting of points assigned intermediate values. It is normally
assumed, moreover, that the values are assigned in accordance with some continuous
function, so that close together points will be assigned close together values.

Referring back to our examples, the location of the valley can be represented as a
fuzzy set, as shown in Figure 2(a), where the fuzzy membership values for the valley’s
location are presented by means of shading, with lighter shades for higher values. A
big problem here is that there does not seem to be any principled basis on which to
decide exactly how the fuzzy values should be assigned; this is illustrated by Figure
2(b), where a completely different, but equally ‘plausible’ assignment is used.

In the case of the motorway accident, if all we know about the location of the ac-
cident is that it is somewhere between, say, junctions 26 and 27 on the M5, then there
does not seem to be any set, either crisp or fuzzy, which can represent the location of
the accident. Since we know that (at the granularity we are working with) this location
is a point, and are merely uncertain as to the exact location of that point, a better way
of expressing this knowledge might be in the form of a probability distribution—in this
case a flat distribution on the relevant stretch of motorway, and zero elsewhere.

Rough Sets, Egg-Yolk Theory, and Supervaluation

Under this heading we include all those approaches which assign to a vague or uncertain
entity not one precise region, but fwo: an ‘inner’ region containing all points which
are uncontestably within the location of the entity of interest, and an ‘outer’ region
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reen House
mO

(a) A fuzzy membership function for ‘Greendale’

- Green House

(b) Another fuzzy membership function for ‘Greendale’

Fig. 2. Arbitrariness of fuzzy membership functions: How do we choose between the functions
shown here, or any of the infinitely many others we could have drawn?

containing all points which are not uncontestably outside that location. In egg-yolk
theory [1], the former is likened to an egg-yolk, the latter to the whole egg; in rough set
theory [4], they are the inner and outer approximations respectively.

Supervaluation semantics [2], when applied to spatial location (as opposed to its
more usual application area of vague concepts), ends up with a similar picture. If the
location of an object is vague, then there may be many different ways of making it
precise—these are called ‘precisifications’ of the location. Supervaluation theory works
with propositions, so we must consider the truth or falsity of propositions of the form
‘point p is in region R’ (i.e., p € R) under different precisifications of R. Proposi-
tions which come out true under every precisification are called ‘supertrue’—this cor-
responds to our earlier use of the phrase ‘uncontestably true’, and therefore the points
p for which the proposition ‘p € R’ is supertrue correspond to the egg-yolk; likewise,
the whole egg consists of those points for which ‘p € R’ is not supertrue.

Applying this to our hill example, we see that there are many different ways in
which we could place the inner and outer boundaries. We are confronted with a similar
problem to the fuzzy set case: the theory forces us to make some arbitrary decisions
which embody more precise information than we are entitled to assume.
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We can, however, salvage something of value from this situation by interpreting the
two boundaries somewhat differently. The yolk must certainly only contain points for
which p € R is uncontestably true, but we should not insist that it contain all such
points, since to determine precisely which those points are is by nature an impossible
task (put another way, the predicate ‘uncontestably true’ is itself vague). Likewise, the
outer boundary must be placed somewhere so that it only excludes points for which
‘p € R’ is uncontestably false, but we should not insist that it excludes all such points.
This gives considerable lee-way in the placement of the boundaries, and indeed points
the way to the freer approach embodied in our Anchoring theory. This understanding of
vague boundaries was well expressed by Wittgenstein:

The boundaries ... are still only like the walls of the forecourts. They are drawn arbi-
trarily at a point where we can still draw something firm. — Just as if we were to border
off a swamp with a wall, where the wall is not the boundary of the swamp, it only stands
around it on firm ground. It is a sign which shows there is a swamp inside it, but not,
that the swamp is exactly the same size as that of the surface bounded by it. [6, §211]

Information Space and Precise Space

By way of introduction to Anchoring, it will be helpful to adopt the following perspec-
tive on spatial location. We are talking about geographical features that are located in
space. We have a descriptive language for talking about these features, and in particular
this allows us to say things about where the features are located in relation to other
features, e.g., ‘My house is north of the town centre’. If we consider all the things we
can say about these features, short of assigning exact absolute locations, we can think
of this as constituting an information space—it is a space in the sense that it includes
information about the locations of features relative to each other, but also in the more
abstract sense of being an assignment of properties and relations (spatial or otherwise)
to a collection of entities. It is the sort of information that could be captured in a rela-
tional database. However a GIS is not just a relational database; the entities it handles
are embedded in a space—an ‘embedding space’ [7]—whose structure constrains the
properties and relations that it is possible to assign to those entities. To use a GIS to
record information about the objects in the information space, we have to bring those
objects into relation with the locations we can define in this embedding space.

We define a precise space as any embedding space in which phenomena can be as-
signed exact positions relative to some numerical coordinate system. The coordinatised
Euclidean plane is an example of a precise space. So, too, is the surface of a sphere un-
der the latitude and longitude coordinate system. And aside from mathematical objects,
any map, drawing or other representation of the earth’s surface can function as a pre-
cise space, so long as each point on the representation corresponds to a fixed geographic
position according to a fixed scale or projection.

In what we might call the ‘classical’ GIS data model, the embedding space is always
a precise space, and there is only one kind of relation between information space and
that precise space, namely exact location. That is, each element of information space is
assigned to a spatial location (point, line, polygon, ...) defined in the precise space. In
effect the object is identified with the location it is assigned to (see Figure 3).
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Motorwa Information
Y Green Hill Space
Summit
Precise
Space

Fig. 3. The ‘classical’ view of a GIS data model with just one kind of relation (exact location)
between objects in information space and locations in precise space

In fuzzy set approaches, it is recognised that for many objects in information space
it is not possible to assign an exact location in precise space without falsifying reality.
They therefore replace exact location with fuzzy location, which assigns to an object O
in information space not one exact location but rather, in effect, an infinite set of exact
locations, each indexed by a degree of fuzzy membership. On the other hand, rough set
and egg yolk approaches assign a rough location consisting of just two exact locations,
the inner and outer approximations.

By presenting things in this way, we intend to highlight the fact that the problem of
vague location is to establish the nature of the relationship between information space
and precise space. Our guiding insight is that rather than constraining this relationship
to some particular very precise form (be it exact location, fuzzy location, or rough
location), we should take a freer and more relaxed view of the possible relationships
between the two spaces, in particular allowing for more than one type of relationship
between an entity in information space and an exact spatial location.

4 Anchoring Relations

The underlying ontology of Anchoring consists of two levels, representing information
space and precise space. The elements of precise space are points and various kinds of
sets of points which can function as precise spatial locations; the elements of informa-
tion space are all the various geographical objects and phenomena of interest. The key
idea is that an object in information space may be anchored to locations in precise space
in various different ways. We leave it open at this stage just how many different ways
we will need, but here are some we have found useful so far:

— Object O is anchored in region R; that is, whatever may be the nature of O’s spatial
location, we can certainly say that O is located within R.

— Object O is anchored over region R; that is, we can certainly say that R falls within
the location of O (in many cases, R will in fact be a point).
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— Object O is anchored outside region R, i.e., no part of O is located within R.
— Object O is anchored alongside region R, meaning that O is so situated that it abuts
R (in many cases, R will be a line).

Some of these relations are illustrated, using examples from §5, in Figure 4.

Green Hill
Summit

Information
Motorway )
National Space
Park
Q Accident
Green Hill
i, O Butterfly
, . / Pop.
AT
Precise
Space

Fig. 4. Broken lines indicate anchoring relations, solid lines indicate exact location

Superficially, it might be thought that all we have done here is to replicate standard
relations between regions such as the RCC relations P(O, R), PI(O, R), DC(O, R),
EC(O, R). However, this would be to radically misunderstand our intentions: the O
term here is not a precise spatial location—that is, it is not that we are merely ignorant
of its location, but rather that in the case that O is irreducibly vague, it simply does not
have a precise location. This prevents us from writing, e.g., P(O, R), since ‘P’ in RCC
denotes a relation between precise locations; but we can still say, in our theory, that O
(an object) is anchored in R (a precise region).

Even though objects in information space may be vaguely located, they may bear
definite spatial relations to each other. For example, even if the terms ‘Central London’
and ‘Greater London’ are not precisely defined, we can certainly say that Central Lon-
don is part of Greater London, and this places constraints on the possible anchorings:
for example, Greater London must be anchored over any precise location that Central
London is anchored over, and Central London must be anchored in any precise loca-
tion that Greater London is anchored in. Such observations suggest the possibility of
developing a formal calculus of the anchoring relations. In the next section we sketch
the beginning of such a calculus; its further development is work for the future.

An object O that is exactly located at L is anchored both in and over L; this provides
the Anchoring definition of exact (‘classical’) location. O still belongs to information
space, but now we can reasonably identify it with L in the manner of classical GIS. For
example, assuming the boundaries of the county of Surrey are precisely delineated, we
can use ‘Surrey’ as the name, not only of a county (i.e., a particular type of adminis-
trative unit) but also of an exact spatial location, a subset of precise space. We can go
on to say things like ‘Box Hill is anchored in Surrey’ as a shorthand for ‘Box Hill is
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anchored in the region R such that Surrey is anchored both in and over R’. Bearing this
convention in mind, here are some examples of anchoring:

4.1

Brighton is anchored alongside the Sussex coastline.

The North Atlantic Ocean is anchored outside the Southern Hemisphere.

Eastern Europe is anchored over both Latvia and Ukraine.

The Black Forest is part of Southern Germany, and Southern Germany is anchored
in Germany, so the Black Forest is anchored in Germany.

In Figure 1, Greendale is anchored over a stretch of the River Green, and Green
Hill is anchored over the summit point at 220m.

Towards an Axiomatic Treatment of Anchoring Relations

We list here a plausible set of axioms for the part of Anchoring concerned with anchor-
ing in and anchoring over, together with some of their consequences. Our notational
conventions are as follows. We write

bold lower-case letters (e.g., v) to denote elements of information space (these are
elements whose locations are described using anchoring relations);

italic upper-case letters (e.g., P) to denote precise regions in the precise space;

v > P to mean that v is anchored over P.

v < P to mean that v is anchored in P.

P and O for the RCC relations ‘is part of” and ‘overlaps’; these are used exclusively
between elements of information space, since in the precise space, whose elements
are sets of points, we can use standard set-theoretic notations;

v + w and v - w to denote the mereological sum and product of v and w. Again,
these are used exclusively over the information space; in precise space we can use
the set-theoretical notations U and N.

Using this notation, our proposed axioms are as follows:

1.

If any part of w is anchored over P then w is anchored over any part of P:
v>PAPV,W)AQCP—-wp>Q

If v is anchored in part of P then any part of v is anchored in P:
VAQAPW, V) NAQCP—-w<aP

If two objects are anchored over the same region, then they overlap, and their com-
mon part is also anchored over that region:

v>PAWD>P—O(v,w)Av-wD> P
The sum of two objects anchored in the same region is also anchored in that region:
VJAPAW<P—-v+4+wJgP
An object anchored over two regions is anchored over their union:

v PAVD>Q—-vVvD>PUQ
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6. An object anchored in two regions is anchored in their intersection:
VAPAVKLQQ - vaPNQ
7. An object anchored in a region lies within any object anchored over that region:
vadPAwWD> P — P(v,w)
8. Any region an object is anchored over is part of any region it is anchored in:
VaAaPAVD>Q—-QCP

Some straightforward consequences of these axioms (together with standard set theory
and mereology) are:

9. vb PUQ < v> PAvD>Q (From 1 and 5).

10. vaPNQ < vaPAv A (From 2 and 6).

Il.vb PAwD>Q —-v+w> PUCQ (From 1 and 5)

12. vaPAW<IQAO(w,w) = v-w<PNQ (From 2 and 6)

Anchoring is more general than theories based on the ‘egg-yolk’ idea or rough sets.
In such theories, a vague region v is represented as a pair of precise regions (P, ", P)}),
where P, C P In anchor notation we would write vi> P, Av < P;f. But Anchoring
does not impose any requirement that there should be, for each vague region v, exactly
two precise regions P and @ such that v > P A v < @, nor, even if this is the case for a
particular v, would it in any way equate v with the pair (P, @), instead leaving it open
that at a later time, more precise anchoring information concerning v may be acquired
without the identity of v as a single vague region being disrupted.

5 Illustrative Studies

Although the axioms above may seem straightforward—even trivial—any implementa-
tion of Anchoring should respect them, for they will play a role in almost any inference
from anchoring information. For example, suppose we know that a certain hut is located
on Green Hill, and that the hill is anchored over the hill summit, whose exact location
is the region A. If we now learn that the precise location of the hut is a region B, then
axiom 5 assures us that the hill is anchored over the union A U B.!

5.1 Uncertain Location: Motorway Accidents

Suppose we want to use an anchoring-enabled GIS to record road accidents. In our
example, all we know about a certain accident is that it occurred on the M5 between
junctions 26 and 27. To enter this into our system, we activate the Location dialogue,
which gives us the option of either entering Exact Location or Anchoring Information.

! The further, non-monotonic, inference that the hill is anchored over some larger connected
region incorporating both A and B (e.g., their convex hull) is not licensed by Anchoring. In
future work we propose to explore such non-monotonic extensions to the theory.
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We choose the latter, and select the ‘Anchored In’ option. (Since the location of the
accident is effectively a point, anchoring-in implies uncertainty rather than vagueness
here.) We specify the stretch of the M5 between junctions 26 and 27. Similarly, we can
enter a second accident known to have taken place between junctions 28 and 30.

Later, we want to query our system to find all motorway accidents in Devon during
the period of interest. The boundary between Devon and Somerset crosses the M5 be-
tween junctions 26 (which is in Somerset) and 27 (in Devon). The system searches the
database and identifies our second accident, between junctions 28 and 30, as definitely
located in Devon; but it also finds the first one and returns it as ‘possible’ (pending fur-
ther information), since it is known to have occurred on a stretch of road part of which
is in Devon. Suppose we now add to the database the information that this accident
took place west of the point where the A38 crosses over the M5. We now know that this
object is anchored in the stretch of motorway between junctions 26 and 27, and also
in the stretch of motorway west of the A38 crossing. By axiom 6, the system can infer
that the accident is anchored in the stretch of motorway between the A38 crossing and
junction 27, and since this stretch is entirely within Devon, the query would this time
return that accident as definitely in Devon.

Suppose now that our query is for accidents in the Exeter area (Exeter is situated
close to junction 30 of the M5). To define the Exeter area, we again select Anchoring
Information rather than Exact Position. Here is a good case for ‘egg-yolk’ style inner
and outer bounds (interpreted in the more flexible Wittgensteinian manner). We say that
the Exeter area is anchored over the city of Exeter itself (some suitable exactly-located
administrative boundary is presumably available for this in our database), and anchored
in a circle of radius 10 miles, say, centred on the centre of Exeter. Then the system
will give us a list of definites and possibles, and the possibles can be annotated with
the source of uncertainty: some will be possible because their exactly-known location
falls within the outer region but not the inner, some will be possible because their own
locations are uncertain but they are anchored in a region which overlaps the definite part
of the Exeter area, and some will suffer from both types of uncertainty.

It might be objected that we have no business to be handling data as ill-defined as
‘an accident on the M5 somewhere between junctions 28 and 30’; but of course we may
have no choice. This will often be the case with historical data, where greater precision
is not available. But even with more up-to-date information such as recent motorway
accidents, we may be at the mercy of information supplied by members of the public,
who may be less than precise in their recall of the relevant details. If your GIS insists
on only having precise information then you either have to make some of the details up
(and no doubt this happens quite often) or you must ignore any information that lacks
the required precision (this doubtless happens too). Anchoring provides a way of not
being embarrassed by the uncertainty or vagueness that inevitably attends much of our
information.

5.2 Vague Location: Butterfly Population

Assume that our GIS is used to record information about rare species in a national
park. The boundary of the national park is precisely defined, so it can be assigned a
precise location. Suppose that a population of Heath Fritillary (Melitaea athalia), a
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rare species of butterfly, lives within the boundary of the national park.? By nature, the
Heath Fritillary population cannot be assigned a precise location, consisting as it does
of many scattered individuals which are constantly moving around. On the other hand,
there are some definite facts we can record; for example (1) the population is confined
within the boundaries of the national park, (2) there are certain point locations within
the park where the butterflies have been observed, and (3) there are areas of unsuitable
habitat within the park where the butterflies have never been, and are never likely to be
observed (see Figure 5). Thus the object P, representing the Heath Fritillary population,
is (1) anchored in the precisely delineated region which constitutes the geographical
extent of the national park, (2) anchored over each of the individual points where the
butterflies have been observed, and (3) anchored outside the regions where the habitat
is unsuitable. In the third case, of course, it may be that ‘areas of unsuitable habitat’ are
themselves vague and have to be anchored to some more precisely specifiable regions,
in which case it will be these regions which P must be anchored outside.

Given all this information, one could, if necessary, construct a region which amounts
to an informed guess as to the location of the population, using the GIS to derive this
region if desired. But it would be a mistake to enter this region as the main information
concerning the location of the population: it is better to maintain in the database only
those pieces of information which are definitely known—in this case the three types of
anchor information—and use these to make plausible inferences which may well have
to be rescinded if more detailed anchoring information becomes available.

Fig. 5. Butterfly population in a National Park. The black dots represent locations where the
butterflies have been observed; the shaded areas represent unsuitable habitat. The broken lines
represent a guess as to the region occupied by the butterfly population.

6 Conclusions and Future Work

In this paper we have described a new approach to representing vague or uncertain
information concerning spatial location. Locational information about objects in infor-
mation space is expressed through various anchoring relations which enable us to state
exactly what is known regarding the spatial location of an object without forcing us to
identify that location with either a region in precise space or any mathematical construct
from such regions, such as rough sets or fuzzy sets.

2 In Exmoor, Devon, populations of Heath Fritillary are protected by the Devon Wildlife Trust
(http://www.devonwildlifetrust.org), and GIS is used in this work.
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We have described the motivation for Anchoring, begun work on a formal theory
of anchoring relations, and illustrated these ideas with examples typical of real-life
use of GIS. Much remains to be done. First, the formal theory must be extended to
cover anchor relations such as anchoring outside and anchoring alongside, and linked
more firmly with both the mereotopological structure of information space and the set-
theoretic structure of precise space. Second, systematic methods must be developed for
applying Anchoring to a wide range of examples of interest to GIS users. Third, we must
explore ways of incorporating the theory into existing spatial data models, allowing the
kinds of dialogues we have envisaged to be handled correctly and efficiently.

The problem of how to represent vague location has its roots in a much wider prob-
lem, namely the integration of field-based and object-based geographical ontologies or
data models. Smith and Mark [5] note that

[t]he completion of such an ontology is a challenging task, involving serious research
challenges . ... Butits realization would bring significant benefits, because many serious
professional users of geographic information, such as pilots, soldiers, and scientists,
hikers, wildfire fighters, and naturalists, must communicate about particular parts of the
landscapes as if they were objects, while at the same time drawing on the resources of
field-based topographic databases.

The relationship between a hill or a valley and the underlying configuration of
contours—as in our Greendale and Green Hill examples—is a good example of this.
That valleys, hills, and other geomorphological features do not have precise boundaries
reflects their nature as features of the underlying, continuous field of land elevation.
Just as people identify hills and valleys on a contour map, all we can ask is that our
data models ‘point’ to areas of precise space in some way associated with these fea-
tures. This is achieved in our theory by the use of anchoring relations rather than exact
location.
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Abstract. This paper reports on a preliminary experiment to determine if
gradation on area-class maps facilitates complex map analysis tasks. Twenty-
nine subjects were shown either a traditional (crisp) map or one of three graded
maps created from the same underlying data, and asked to perform analysis
tasks involving two different spatial scales and levels of mental map
development. Performance on simple lookup tasks was highest using the crisp
map, but each of the more complex tasks was performed with greatest accuracy
using a map that depicted gradation between regions. The results suggest that
portrayal of gradation on area-class maps may facilitate complex analysis tasks
involving global map comprehension and memory of map pattern.

1 Introduction

In the late 1980s and early 1990s, the technical debate between the merits of raster vs.
vector data models in GIS evolved into a discussion of conceptual models of
geographic space that is still ongoing. At the core of this discussion is a binary
classification between objects and fields, a distinction that mirrors the atom/plenum
view in physics (Couclelis 1992). Objects are generally considered to be independent
of one another (Goodchild 1992), have identity and clear boundaries, and be able to
be manipulated and moved (Frank 1996). Fields, on the other hand, are spatially
continuous and comprehensive schema from which values can be determined at any
location within their bounds (Goodchild 1992, Burrough & Frank 1998). The
conceptual distinction between objects and fields is easily discerned from most GIS
data models: raster grids, contour lines and TINs represent fields, while points, lines
and independent polygons implement object conceptualizations.

An exception to the clear linkage between data model and conceptual model is the
area-class map, a polygon tessellation in which each polygon is assigned a value in a
nominal variable (i.e. assigned to a class). I have found a broad tendency among my
students to consider area-class maps as collections of independent objects, and yet
their topological dependency identifies them as fields by most technical definitions
(e.g. Goodchild 1992). Indeed, some authors classify them as belonging to a separate
conceptual model entirely (Plewe 1998, Buttenfield 2000). The difficulty seems to
arise from two sources. First, the act of classification attaches a name and thereby an
identity to individual polygons. Thus, it is easy to “extract” polygons from an area-
class map and treat them as independent regions, whereas, for instance, the individual
contour lines of a topological map are rarely considered in isolation. Second, the
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abrupt nature of boundaries in area-class maps is typical of objects, not fields. This
clear discontinuity does not violate any technical rule, but departs from the
prototypical field concept of a continuously varying smooth surface.

Given the ambiguity surrounding boundaries on area-class maps, an important
question is whether they are in fact a fundamental cognitive element of the region
concept, or rather simply an artifact of manual cartography. The latter view holds that
boundary delineation is merely an easy drawing task, predicated by the constraints of
manual cartographic production but rendered obsolete by the advent of the modern
computer. The implication inherent to this view is that human cognition of spatial
regions is complex and includes tools for conceptualizing and reasoning about
gradation between regions. The former view, in contrast, holds that sharp boundaries
are an essential element of human cognition, and suggests that gradation, when it
exists in reality, should nevertheless be avoided at least in cartographic representation.

Opinions on this issue are varied, but the question has never been empirically
tested. Meanwhile, classification and visualization techniques have progressed to the
point where it is possible to produce aesthetically pleasing maps showing gradation
between regions (Kronenfeld 2005, Hengl et al. 2002). Such maps may be interesting
to look at, but their utility depends on the ability of map users to comprehend and
analyze them in different contexts. This in turn depends on the underlying cognitive
structure of concepts of geographic regions.

This paper develops one model of how humans might cognize and reason about
gradation between regions on an area-class map. The cognitive adequacy of the
proposed model is tested via an experiment comparing map comprehension and
analysis using maps varying in the degree of visual representation of gradation
between regions. The paper proceeds as follows. The next section distinguishes
between several concepts related to gradation. In section three, a plausible model of
cognition in graded area-class maps is developed, and several experimental
hypotheses are formed from this model. Section four describes the experimental
design and test instrument. The results are reported in section five, from which the
final section draws conclusions and discusses future areas of research.

2 Conceptual Issues

Gradation as used here refers to the gradual change between one set of attribute
values and another across a spatial transect. A simple example of gradation is the
gradual change in elevation experienced as one proceeds from the bottom to the top of
a hill. In this example, there is only one attribute that changes (elevation). In many
situations, however, there are numerous attributes that change simultaneously, and it
is in such cases that the concept of gradation between regions (i.e. areas with similar
sets of attributes) becomes useful. For example, in the gradual transition between
grassland and desert, numerous variables describing rainfall, vegetation and soil
characteristics all change largely in step with one another.

Gradation is related, but not equivalent, to a number of terms used to describe
imperfection in geographic information, and so it will be prudent to clarify these
terms and their associated concepts here. Duckham et al. (2001) provide a useful
typology of imperfection which distinguishes between error and imprecision at its
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topmost level: error denotes a difference between observation and reality, while
imprecision denotes a lack of specificity in an observation. Their distinction
corresponds closely to that made by statisticians between uncertainty (the possibility
of error) and imprecision.

Both error and imprecision occur in statements about graded regions, but their
relationship to gradation often depends on whether one is talking about the regions
themselves or the boundaries that delineate them. Statements regarding the error or
uncertainty of boundary locations, for example, assume that there is a ‘“correct”
location for the boundary, and thus deny the conceptual possibility of gradation. On
the other hand, statements regarding the error of assigning a location to a region are
not so presumptuous; indeed, it would be in error to flatly declare a location to be in
one region or the other when in fact it lies in a zone of gradation between regions.

Imprecise statements regarding regions and their boundaries are compatible with,
but do not necessarily signify, gradation. The term vagueness refers to a special type
of imprecision that is most often associated with gradation. Vagueness refers to the
lack of clear boundaries between concepts (Bennett 2001), i.e. the existence of
borderline cases to which it is not clear whether the concept applies (Duckham et al.
2001). Vague statements can, however, be made about sharply delineated regions, as
in the statement: “The boundary with Canada lies a few miles to the north.”
Conversely, statements regarding regions with graded boundaries are often vague but
need not be; one might declare, for example, that one has climbed exactly two thirds
of the way up a mountain. Fuzzy set theory, in which entities are assigned precise
grades of membership in classes, is often criticized for its inability to properly
account for vagueness (Haack 1996) and perhaps should be considered a theory of
conceptual gradation instead.

According to Varzi (2001), the concept of a vague geographic entity makes no
sense, because it cannot be referred to precisely. Using the example of Mount
Everest, he asks:

...just what would this vague object be? How could we
be so precise as to designate it?  (Varzi 2001, p. 5)

Identity, however, is a key characteristic of our conceptualization of objects but not
fields (Frank 1996). Varzi’s comments are therefore most relevant in the context of
object-based conceptual models; if regions are considered components of a
geographic field, then precise reference to an entity is not necessary. Fields are
queried by location first (Burrough & McDonnell 1998), and so region-definitions can
be considered attributes to be attached to each location, rather than objects to be
delineated.

The distinction between object- and field-based models probably does not fully
represent the range of cognitive structures used for spatial reasoning. As noted in the
introduction, the application of this distinction to area-class maps is problematic, as
regionalizations seem to have characteristics of both objects and fields. As a starting
point for determining the role of gradation in cognition of regions, the next section
develops a more precise model of how gradation between regions might be
conceptualized and used in spatial analysis and reasoning.
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3 A Cognitive Model

We will start with a numerical representation of gradation based on fuzzy set theory.
The model, which has been widely used, consists of the specification for each location
of membership values in a set of classes (Brown 1998, Burrough 1996). Note that
these membership values are not intended to portray vagueness, but simply attribute
characteristics intermediate between those of class prototypes. The result of such
classification in a geographic context is a composite of field layers, each of which
represents the distribution of membership in a single class; thus,a location-based
query would return a set of membership values in a set of classes. Note that regions
are not precisely defined by such a model, but will emerge perceptually if there is
sufficient spatial autocorrelation in class membership values.

Interpretation of Grades of Membership

For this method of classification to convey meaningful information, it is necessary to
determine what is signified by membership values in classes (Goodchild 2000). This
question of meaning is difficult to answer if we conceptualize regions as independent
objects, but becomes straightforward in the context of fields. By way of example, the
attributes of a location with membership values of {0.5, 0.5} in two classes would be
inferred to be halfway intermediate to those defined by the classes themselves. Given
the height at the base and the top of a slope, this rule could be used to infer the
elevation of a location “halfway up the hill” and the answer would seem to match our
intuition. Similar examples could be devised for inferring the rainfall and temperature
of a location “halfway between” two climate regions, or the vegetation “two thirds of
the way between” two biomes.
A formal mathematical description of the above rule can be developed as follows:

q
Yi = Z/uikckj ey
k=1
where the variables signify the following:
Vi : inferred value of attribute j at location i
Hik : membership of location i in class k
Cyj : prototypical value of attribute j in class k
q : number of classes in the classification system

Attributes are thus inferred by linear interpolation between class prototypes.
Equivalent formulas have been proposed by several authors independently
(McBratney & Moore 1985, p. 184; Zhu 1997, Burrough & McDonnell 1998),
suggesting that they might represent a natural inference system.

If the above numerical model is intuitive, then classification using membership
values communicates specific information that is not conveyed in traditional area-
class maps. The additional information specifies the properties of locations along
boundary regions, precisely where error and uncertainty are greatest in crisp maps
(Brown 1998). However, the numerical model alone does not explain cognition of
spatial regions, only the interpretation of individual locations. Further explanation is
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needed to describe how fields of membership values are modeled via concepts of
regions and gradation.

Conceptualization of Gradation Between Regions

Most authors have linked field-based conceptualization of geographic space with
experience moving and navigating in complex landscapes (Couclelis 1992, Frank
1996), so a theory of how gradation between regions is actually interpreted should
relate to this type of experience. Research in wayfinding has identified landmarks as
playing a key role in the development of mental maps, acting as anchor points from
which the spatial properties of other locations are inferred (Frank 1996). Couclelis et
al. (1987) suggested a “plate tectonics” model of spatial cognition, where such anchor
points define regions within which perceived spatial relations are held constant. In
this model, perceived changes in relations between regions affect all locations within
aregion in a coordinated fashion. The researchers reported on the preliminary results
of an experiment that supports such a model, but their methods assume regions with
discrete boundaries, and do not look for evidence of perceived gradation between
regions.

Examining the development of spatial knowledge within individual users, Nyerges
(1995) noted the importance of studies that show percepts (perceived images, sounds,
etc.) to bypass short-term memory and move directly into long-term memory.
Furthermore, these percepts are not filtered when they first enter long-term memory,
but only when called back into working memory. This leads to the question of how
specific percepts are identified for recall. Consistent with Couclelis et al. (1987),
Golledge (1990) believes that at the heart of a mental model must be an anchor: “An
anchor is a well learned occurrence of something at a location that has relationships to
the area (knowledge) surrounding it, i.e. our localized orientation clue” (Nyerges
1995, p. 68). This idea suggests a cognitive structure in which salient, object-like
concepts are linked to more complex percepts, which are recalled, through cognitive
filters, when the salient concepts are insufficient for a particular task.

These theories suggest a possible model of how information on spatially
continuous landscapes is cognitively structured. If the mind registers core regions
with known characteristics as anchors, then these could provide links to more
complex percepts stored in long-term memory. A “percept” might be a visual mental
image or partial image, which would be recalled based on topological relations
between anchor points. These percepts, once recalled, could be used to infer
characteristics of locations outside of the core regions, or to perform complex analysis
tasks.

If the above theory is correct, then we should expect gradation to be more useful
for complex tasks than for simple tasks. This is because complex tasks require
relational analysis between different map elements, whereas simple tasks require
analysis of only one element at a time. When only one map element is analyzed,
there is no need for information storage and retrieval, and the simplicity of the
relations between map elements and legend information is advantageous. When
multiple elements are analyzed, the greater number of classes needed in traditional
area-class maps will cause confusion in the storage-retrieval process, as the map user
must go back and forth between the map and legend to perform the task. Perceptual
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information on gradation would cause less confusion because much information could
be stored in raw percepts and recalled only when relevant to the task at hand.

On the other hand, if cognitive structures for conceptualizing regions are static and
do not include mechanisms for perceiving gradation, then we should expect portrayal
of gradation to be an equal or greater hindrance in the performance of complex tasks
than in the performance of simple tasks. Perceptual information on gradation would
provide little benefit for task analysis, and distract users from more useful map
information.

4 Experimental Design

It is a well-known principle in cartography that too much information clutters a map
and makes interpretation difficult. This principle can be expressed in terms of the
communication model, which developed in the middle of the 20" century and is
described in Montello (2002). According to the communication model, maps act as
channels that “transmit information from a source (the world) to a recipient (map
reader)” (Montello 2002, p. 290). Information is always lost in the transmission from
world to map, but errors also occur in the transmission from map to reader. Too
much information causes errors in interpretation, and so the manner in which
information is encoded should be carefully considered to maximize interpretability.

Considering this cartographic principle, the experiment was designed to compare
the effectiveness of maps that contained an equivalent amount of information (i.e.
they encoded information from the real world with equal accuracy), but varied in
terms of the degree of gradation portrayed. This was achieved by trading off the
number of map classes for the degree of gradation. Thus, a map series was created
that ranged from a few-class graded area-class map to a many-class crisp map. The
map series and methods used to create it are described in detail in Kronenfeld (2005);
a general description of the map series is presented here to facilitate description of the
experiment.

Map Series

The maps in the series each present an alternate view of the forest regions of New
York, New Jersey and Pennsylvania. Data for the maps was derived from USFS
inventories (USDA Forest Service 2004) and consisted of twelve layers depicting the
distributions of the most common tree genera in the study region. Each layer
consisted of a 350x350 raster grid of 2x2km grid cells each containing a numerical
importance value (IV) representing the local dominance of the tree genus; IVs had a
theoretical range of 0% (genus not present) to 100% (all trees belong to genus). Four
of the twelve data layers are shown in Figure 1 for illustrative purposes.

From this data, 10 forest region maps were created using automated techniques.
Maps with sharp boundaries were classified using k-means clustering, while
classification of graded maps used a combination of k-means clustering and PCA-
based fuzzy classification (Kronenfeld & Kronenfeld 2004). A 4-class graded map
was chosen as one endpoint of the series, as 4 classes was deemed the minimum
required to achieve a reasonable depiction of the underlying data. Thirteen classes
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Fig. 1. Four of the twelve genus distributions used to create forest region maps. From left to
right: birch, cherry, hickory, pine. Darker colors indicate greater abundance, but scale is
different on each map.

were required for a crisp map to achieve the same level of encoding accuracy as the 4-
class graded map. From the full map series, ranging from the 4-class to the 13-class
map, two intermediate maps of 7 and 10 classes were chosen for inclusion in the
experiment.

For each of the graded maps, a modified RGB color blending technique was used
to paint pixels based on class memberships. Simple linear RGB blending was found
to have a desaturating effect on intermediate colors, which has been shown to convey
uncertainty (Buttenfield 2000) rather than the desired effect of gradation. For this
reason, the linear blending technique was adjusted to enhance saturation for
intermediate colors and to assure that color mixtures were perceived as blends of the
original colors. Although color schemes exist that create perceptually even gradients,
the complexity of implementing of such a scheme was not warranted in the present
experiment because precise numerical interpretation of membership values was not
required.

Two variables were measured to capture the visual and content characteristics of
each map. Map encoding accuracy was measured as the percent variance of the
underlying data explained (PVE) by each area-class map. PVE here is the same
measure commonly used in principal components analysis. In the context of area-
class maps PVE can be interpreted as follows: 100% PVE signifies that all
information from the original data is captured by the classified map, while 0% PVE
would correspond to a hypothetical 1-class map, in which the single map class
describes the average value of each map variable. PVE was held as constant as
possible in the map series, so that each map encodes the underlying data with equal
accuracy. PVE for the 4-, 7-, 10- and 13-class maps were 85.32%, 85.26%, 85.32%
and 85.73% respectively.

Visual fuzziness was measured using a confusion index (CI) that was computed as
a function of class membership values. The CI ranged from O for pixels assigned to a
single forest class, to a maximum theoretical value of 1 for equal blending of the
colors of an infinite number of classes. Overall CI for each map was calculated as the
average of the CI for each grid pixel. Confusion indices decreased as the number of
classes increased, indicating that encoding of information via gradation in the fewer-
class maps was replaced by encoding in a greater number of map classes. CI values
for the 4-, 7-, 10- and 13-class maps were 0.54, 0.24, 0.13 and O respectively.
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Fig. 2. A representative region in four maps used in experiment. From 4-class map (left) to 13-
class map (right). Darker colors indicate higher membership values.

Figure 2 presents grayscale distributions of one forest class in each of the four
maps for illustrative purposes. In the 4-class map (left), significant membership of
the class extends through much of the study area, although a core region in the
Adirondack Mountains of upstate New York is apparent. As the number of classes is
increased, the spatial extent of each individual class decreases, and class boundaries
become more distinct. The full-color maps are available from the author upon
request.

Legends

The structure of the map legends was designed for quick graphical reference,
requiring as little reading of text as possible. Importance values of individual tree
genera were presented using proportionally sized circles. A circle was chosen as a
symbol so that comparisons could be made easily in both the vertical and horizontal
directions. The experiment was designed so that only binary comparison, not precise
estimation, of dominance values was required. Colors for the first twelve map classes
were selected from the ColorBrewer website (Harrower & Brewer 2003). Their color
scheme included only twelve colors, so the final color used in the 13-class map was
selected by the author to be maximally distinct from the other colors.

Determining which color to assign to which map class was a difficult process
because limitations in the expected number of subject participants excluded the
possibility of testing several random color configurations. To make comparison
between maps as fair as possible, colors were made consistent across maps; that is,
the color assigned to a class in any fewer-class map was also assigned to the co-
located class on every subsequent map. Beyond this rule, the color scheme was
designed to emphasize as much as possible the overall pattern in each map, and to
avoid conflicting or ambiguous color combinations.

Analysis Tasks

To test the theory that gradation would be more useful for facilitating complex tasks
than simple tasks, two dimensions of map analysis were derived from the
cartography-related literature and incorporated into the experiment: type of
communication and scale of analysis. Type of communication refers to the position
along a sequence of information processing that begins with exploratory analysis and
ends in decision-making, and relates to a basic distinction between reference maps
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and thematic maps in cartography. According to Petchenik (1979), reference maps
are intended to facilitate quick lookup of information, while the purpose of thematic
maps is to provide general information on the distribution of phenomena. Thematic
maps thus are intended to educate and stimulate exploratory analysis, while reference
maps allow quick retrieval of information. MacEachern (1994) distinguishes between
four stages of communication: exploration, confirmation, synthesis and presentation.

Table 1. Classification of map analysis tasks for hypothesis testing

«spatial scale of analysis—

explogation local lookup | global lookup
VS.

presentation | /local recall | (global recall)

A number of cartographers have also emphasized the spatial scale of analysis by
the end user as an important consideration in the production of maps. Bertin (1983, p.
151) distinguished between three levels of reading in graphical images: the overall
level, in which the user sees the whole image and compares it to other images; the
intermediate level, in which the user sees partial images and compares them with each
other; and the elementary reading level, in which single elements are isolated and
compared.

The two distinctions above led to a two-dimensional classification of map analysis
tasks, summarized in Table 1. First, map analysis tasks may require identification of
information patterns at different spatial scales, ranging from the local to the global,
second, analysis may involve identification of information via direct map lookup, or
via recall through cognitive maps developed over time through map reading and
exploration.

It was hypothesized that performance of local lookup tasks would be quicker and
more accurate with the crisp 13-class map, but that global lookup and local recall
tasks would be facilitated by gradation. The hypothesis was somewhat vague, in that
it did not necessarily predict that performance on any task would be best using the 4-
class map. This is because the visual clarity of the 4-class map was too poor to
develop clearly defined core regions as cognitive anchor points. Rather, it was
hypothesized that some degree of gradation would result in better performance than
no degree of gradation for these tasks. This vagueness brings up the problem of
multiple working hypotheses, which will be addressed in the results section.

Test Instrument and Subjects

The test instrument was a Visual Basic program written by the author that led subjects
through a series of tasks in five sections, including sections of local lookup, local
recall and global lookup tasks. Each subject received a single map version for the
duration of the experiment.

Subjects consisted of 29 undergraduate students at the University at Buffalo. Four
were recruited from an introductory level cartography-related class, each of whom
received a different map version. The remaining 25 subjects were recruited from the
general student body.
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Table 2. Number of questions of each type given to each subject

task number of
number| task name task description questions
1 local lookup | identify three most abundant genera at location 10
2 determine relative similarity of location pairs 5
3 identify location with most of tree type 8
4 local recall | identify three most abundant genera at location 6
5 global lookup match tree type with distribution map 6

Prior to map analysis, subjects were asked for information to determine if prior
experiences might affect task performance. Three experience variables were
recorded: length of residence in the study area, knowledge of the twelve tree genera,
and coursework in cartography-related classes.

Several warm-up tasks were given for the purpose of familiarizing the subjects
with the ecoregion map and legend, as well as the option buttons, drop-down menus
and other controls used to report their responses. Subjects were then led through five
types of tasks. The order and number of questions asked for each type of task are
shown in Table 2.

In the local lookup task (Figure 3a), subjects were asked to predict the three most
common tree genera (referred to simply as “tree types” at a given location, identified
by a black pointer line with a white shadow. After each response, subjects were
provided feedback in the form of an ordered list showing the actual importance value
of each genera.

In the local recall task, subjects were again asked to predict the three most
common tree types at a given location. This time, however, a blank map was shown
and they were required to answer from memory. Subjects were not told in advance
that they would need to recall information from memory, so this task relied on the
natural formation of cognitive maps, as opposed to directed learning. Feedback was
provided in the same way as in the local lookup task.

Finally, in the global lookup task (Figure 3b), subjects were presented with the
actual distribution of one of the 12 tree genera, and told that it represented the
abundance of a caterpillar pest. The subjects were required to identify the tree type
whose distribution most closely matched that of the caterpillar. Qualitative feedback
was given based on the correlation coefficient computed between the distribution of
the tree genus actually presented and the one selected by the subject.

To stimulate the formation of a mental map by each user, subjects were asked to
perform two other types of analysis tasks between the local lookup and global lookup
tasks. Responses to these tasks are not analyzed here.

Versions

For each of the four map versions, two test versions were created using different
locations for each of the local lookup and local recall questions, to ensure that the
selection of locations was not biased toward any specific map. Locations were selected
randomly, but were all at least 20 pixels (40km) away from the study area boundary.
Additionally, the 12 genera were split into two groups of six, and each subject was
shown distributions of the genera from one of these groups for the global lookup task.
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Fig. 3. Screenshots of test instrument. Shown are (a) local lookup task and (b) global lookup
task. Local recall task was similar to (a), except map consisted of only a blank outline of the
study area and legend was not displayed.
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Evaluation

Subjects’ answers were compared to the twelve genus distribution layers to evaluate
their performance on each task. Because there were good answers as well as best
answers to each question, performance on each analysis task was measured on a
continuous scale, with a maximum value of 1. To achieve a continuous scoring scale
for the local lookup and local recall tasks, scores were computed as

3x IV, +2x 1V, +1x 1V,
B3XIV o +2x Vg +1x 1V,

@)

where V4, IV,, and IV signify the importance values of the genera predicted by the
subject as 1%, 2" and 3™ most abundant, and /Viay, /Vong, and [V signify the
importance values of the tree types that were actually the most abundant. For the
global lookup task, the overall correlation coefficient between the tree type whose
distribution was displayed and the tree type selected by the subject was used as a
measure of task performance.

5 Results

Nine correlation coefficients, between each of the three subject background variables
and performance scores on the three analysis tasks, were computed to detect any
influence of prior background on the experimental results. Two relationships were
found significant or marginally significant: average score on the local recall task was
positively correlated with years of residence (r*=0.09, p=0.03), and average score on
the global lookup task was negatively correlated with number of cartography classes
taken (r’=0.04, p=0.09). Graphs of the relationships (Figure 4) showed each
correlation to be the result of an individual outlier, and there was otherwise little
evidence to suggest that prior background influenced subject performance.

Global Lookup Local Recall
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] o
o [2]
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number of cartography yrs. in residence
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Fig. 4. Statistically significant relationships between prior knowledge and task performance
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The t-test was used to evaluate whether performance scores and times for students
given the 4, 7 and 10-class maps were statistically different from those of students
given the 13-class map. Comparisons were not made among the 4, 7 and 10-class
maps because the initial hypotheses were related only to the difference between crisp
and graded maps, not the optimal degree of gradation. As expected, performance on
the local lookup task was higher for maps that were more crisp (Fig. 5). Only the
difference between the 4-class and 13-class maps was statistically significant
(p=0.01). This can be attributed to a ceiling effect due to the easy nature of the task
for relatively crisp maps; the average score for the seven-class map was already very
high (0.96 out of a possible 1).

On the local recall task, performance was more equal across the four maps in the
series, but subjects who received the 7-class map scored highest. The difference
between scores of subjects given the 7-class and 13-class maps was marginally
significant (p=0.09). Interestingly, performance on the 10-class map was poorest
overall. On the global lookup task, performance using the 10-class map was
significantly higher than for the 13-class map (p=0.03). Average performance was
second highest for subjects receiving the 13-class, although the average for the 7-class
map was brought down by a single outlier. Excluding this outlier, performance on the
global lookup task showed a regular symmetrical pattern around peak performance on
the 10-class map.

The time it took subjects to complete each task section was relatively consistent
across map versions (Figure 6). Subjects given the 4-class map completed the global
lookup task section more quickly than other subjects, but the difference between their
times and those of subjects who received the 13-class map were only marginally
significant (p=.10).
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Fig. 5. Performance scores on map analysis tasks. Individual scores marked by circles; average
scores for each map version shown as a solid line.

6 Discussion

The concept of cognitive adequacy has been used in artificial intelligence research to
describe the degree to which a formal representation system corresponds to cognitive
mechanisms (Knauff 1999). In the context of area-class maps, inclusion or exclusion



Gradation and Map Analysis in Area-Class Maps 27

of gradation is an important feature of the cognitive adequacy of a representation
system. There has been relatively little research on cognitive structures enabling our
conceptualization of regions in the context of a field-based conceptual model. It was
proposed here that such cognitive structures involve the focal recognition of core
regions as anchors, storage of images or other percepts containing information on
non-focal regions, and an interpretive linking mechanism to infer information from
stored percepts based on relationships to core regions.

The experimental results regarding task performance scores were consistent with
this hypothesis. For the equal-accuracy map series, three specific hypotheses — that
the crisp map would perform best on the local lookup task, while some degree of
gradation would result in better performance for the local recall and global lookup
tasks — were each supported. If cognitive structures do not include mechanisms for
conceptualizing gradation between regions, then one would expect performance on all
three tasks to be best using the crisp 13-class map. This is because information
encapsulated in membership value gradients in the fewer-class maps would be more
difficult to decode than information encapsulated in the additional regions of the 13-
class map.

The experiment presented here had several limitations which suggest avenues for
further research. First, the small sample size (n=29) was divided among four different
map versions, meaning that only 6-8 subjects received each map version. This
reduced the power of the statistical results, as evidenced by the low significance of
most comparisons.

Related to the low sample size is the fact that the maps were limited to a single
series of equal encoding accuracy. Thus, no comparison was made between
performance using crisp vs. graded maps containing the same number of map classes.
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Fig. 6. Performance times on map analysis task sections

The problem is that such comparison by itself would be inconclusive, since
differences in performance could be attributed to differences in the overall level of
information encoded in each map — the graded map would always encode more
information than the crisp map. Constraining the encoding accuracy of the map series
limited this effect, under the assumption that, all other things being equal, subjects
would perform better (if more slowly) given more accurate representations. However,
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perceived “clutter” could depend more strongly on the number of map classes than on
gradation. Considering the well-known limit of 7+2 items that can be stored in short-
term memory, higher performance on the local recall task for the 7-class might be the
result of confusion created by the 10- and 13-class maps (although such an
explanation is difficult for the higher performance on the global lookup task using the
10-class map). An experiment comparing performance on a crisp vs. graded 7-class
map might provide some insight on this issue.

Another consideration regarding interpretation of the experimental results is the
fact that it was not specified a priori which of the three graded area-class maps would
outperform the crisp map on either the local recall or global lookup task. This creates
a problem of multiple working hypotheses, which lowers actual statistical
significance. On the other hand, of the three specific predictions made, all were
supported; this presents a general pattern that is not very likely to have occurred due
to random chance alone.

An important technical issue is the effect of legend colors and color blending
methods on cognitive perception. The experiment was designed for subjects to make
relative comparisons, so that determination of exact membership values from map
colors would not be required. This minimized but did not eliminate the effects of
differential perceptual qualities of colors. For example, the author noted a perceived
dominance of red over weaker yellow in areas where the two colors mixed. Use of a
perceptually defined color scheme might help ameliorate this, but it is doubtful that
the effect could be fully eliminated due to the tendency for a figure/ground
relationship to form between the two colors. Despite this, feedback on the color
scheme used in the experiment suggested that overall it was easy to distinguish
between classes and identify gradients.

Our understanding of cognitive models of continuous landscapes is still in its
infancy. The most common approach to representing such landscapes is to partition
them into discrete regions, but the broad recognition of gradients and transition zones
among ecologists, soil scientists and other domain experts suggests that the
prevalence of this approach may be due more to technical limitations than to cognitive
ones. A plausible model was presented here of how gradation might be conceptua-
lized via a combination of explicitly remembered features, or anchor points, and
percepts linking these features to one another. The above review of experimental
limitations highlights the complexities involved in assessing the cognitive adequacy
of any model of the regionalization concept. Overall, however, the experimental
results are consistent with a model that includes a mechanism for conceptualizing
gradation.

Further research should be directed at corroborating these results and determining
the specific mechanism(s) by which gradation between regions is stored cognitively.
This was not addressed directly by the present experiment, but two broad possibilities
exist. Gradation might be stored in unprocessed images, from which values at
specific locations are later recalled. Alternatively, some pre-processing might be
performed to create topological relations that include information on the transitional
nature of boundaries between regions. If the latter is true, then a spatial data model
that replicates these relations might result in better performance on map analysis tasks
than the simple raster grid used here.
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Abstract. Current mobile computing systems can automatically sense and com-
municate detailed data about a person’s location. Location privacy is an urgent re-
search issue because concerns about privacy are seen to be inhibiting the growth
of mobile computing. This paper investigates a new technique for safeguarding
location privacy, called obfuscation, which protects a person’s location privacy by
degrading the quality of information about that person’s location. Obfuscation is
based on spatial imperfection and offers an orthogonal approach to conventional
techniques for safeguarding information about a person’s location. Imprecision
and inaccuracy are two types of imperfection that may be used to achieve obfus-
cation. A set of simulations are used to empirically evaluate different obfuscation
strategies based on imprecision and inaccuracy. The results show that obfuscation
can enable high quality of service in concert with high levels of privacy.

1 Introduction

Pervasive location-aware systems offer a new class of personalized information based
services due to their ability to continuously monitor, communicate, and process infor-
mation about a person’s location with a high degree of spatial and temporal precision
and accuracy. Those systems are able to collate large amounts of location information
into user profiles that provide a complete history of a user’s movements. Although user
profiles can be used beneficially to offer highly personalized services to a user, location
information is sensitive personal information that needs to be protected.

The protection of location privacy is a crucial factor for facilitating the widespread
use of location-aware technologies. Privacy issues are considered to be one of the key
research challenges in location-aware computing [11]. Unrestricted access to location
information is associated with a range of potential negative effects, including location-
based “spam,” where businesses could exploit the knowledge of a person’s location
for unsolicited product marketing; decreased personal safety, for example from stalk-
ing or assault; and intrusive inferences, where a person’s political views or individual
preferences are inferred from their location (see [7, 13,9]).

A.G. Cohn and D.M. Mark (Eds.): COSIT 2005, LNCS 3693, pp. 3148, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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1.1 Obfuscation and Automated Negotiation

Our approach to protecting location privacy aims to offer high quality location-based
services based on imperfect spatial information. The use of spatial imperfection for pri-
vacy is a novel approach suggested in [2], which enables a person to access information
relevant to his or her spatial position while safeguarding personal location privacy by
revealing the least possible information about that position. We call the process of de-
grading the quality of information about a person’s location, with the aim of protecting
that person’s location privacy, obfuscation.

Individuals using obfuscation should be able to balance their desired level of pri-
vacy against their desired quality of location-based service (LBS). In this paper we
investigate using automated negotiation in order to achieve a satisfactory balance of the
level of privacy and the quality of service. Higher levels of location privacy are likely
(although not guaranteed) to entail lower levels of quality for LBS. Achieving the best
balance between location privacy and quality of service lies at the heart of successful
negotiation strategies. The idea behind automated negotiation is to facilitate practical
mechanisms that location-based service providers can implement to attain effective ob-
fuscation based on user preferences, without the need for high levels of explicit user
interaction with the obfuscation system.

Obfuscation requires the ability to offer high quality LBSs based on imperfect spa-
tial information. This approach is motivated by the initial work on navigation algorithms
under spatial imprecision [3], which has developed strategies for providing navigation
services to an individual without knowledge of that individual’s precise location. Ob-
fuscation allows the identity of a person to be revealed, but that person’s location to be
hidden. This contrasts with more conventional approaches to location privacy, where a
person’s identity is hidden but his or her location is revealed (see section 2).

1.2 Imperfect Spatial Information

The use of imperfect spatial information is a key concept in obfuscation. In the literature
at least three types of imperfection in spatial information are identified: (1) imprecision,
which refers to a lack of specificity in information, (2) inaccuracy, which is a lack of
correspondence between information and reality, and (3) vagueness, often characterized
by the existence of boundary cases in information [15]. An inaccurate description of
an agent’s location means that the agent’s actual location differs from the conveyed
location: the agent is lying about its current location. An imprecise position description
could be a region including the actual location (instead of the location itself). A vague
description could involve linguistic terms, for example that the agent is “far” from a
certain location.

In this article, we compare strategies based on imprecision and inaccuracy to obfus-
cate an individual’s location. We focus on nearest point of interest (POI) queries, which
are location-based proximity queries such as “Where is my nearest sushi restaurant?”” In
particular, we address the question to what extent can a high quality of service be com-
bined with high levels of privacy for nearest POI queries. Important aspects discussed
in this paper are the impact of the shape of an obfuscation region and the implications
of its initial size for negotiating location privacy.
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The paper is structured as follows: Section 2 compares an obfuscation-based ap-
proach with current approaches for location privacy. The model for negotiating location
privacy is introduced in Section 3. The simulation experiments are explained in Section
4 and their results are given in Section 5. Section 6 concludes the paper and outlines
further research.

2 Background

Research into how to safeguard an individual’s privacy is becoming an urgent issue in
pervasive computing. Most approaches to protecting (location) privacy fall into three
categories: regulation, privacy policies, and anonymity. Each of these approaches plays
an important role in providing a complete solution to location privacy, but each ap-
proach also has its limitations.

Regulatory approaches to privacy develop rules to govern fair use of personal in-
formation, including legislation. Langheinrich [10] gives an overview of the history
and current status of privacy legislation and examines international fair information
practices. However, regulations often lag behind new technology and ideas, and apply
“across the board” making them difficult to tailor to specific contexts that may arise.

Privacy policies stipulate allowed uses of location information. Kaasinen [9] sur-
veys policy-driven approaches to location privacy. Privacy policies rely on trust and,
therefore, are vulnerable to inadvertent or malicious disclosure of private information.

Anonymity concerns the dissociation of information about an individual, such
as location, from that individual’s actual identity. A special type of anonymity is
pseudonymity, where an individual is anonymous, but maintains a persistent identity (a
pseudonym) [12]. Although anonymity techniques are fundamental to privacy protec-
tion they have limitations, especially in spatial application domains. A person’s identity
can often be inferred from his or her location, so anonymity and pseudonymity are vul-
nerable to data mining [4, 1]. Further, anonymity presents a barrier to authentication and
personalization, which are required for a range of applications [8, 10].

Obfuscation offers the potential to extend existing location privacy protection ca-
pabilities. First, the aim of obfuscation is to protect information about a person’s loca-
tion, but enable that person’s true identity to be revealed (thereby avoiding the difficul-
ties faced by anonymity-based approaches, including problems with authentication and
personalization). Second, obfuscation does not rely on any centralized server to bro-
ker location-based services or administer privacy policies, making it suitable for highly
distributed environments like peer-to-peer systems.

Recent work has extended conventional privacy protection strategies using concepts
closely related to obfuscation. Gruteser and Grunwald have investigated an anonymity
approach called “spatial cloaking” [6]. Similarly, Snekkenes suggest a privacy policy
system based on the “need-to-know principle” [14]. However, the work presented in
[2] is the first to directly develop obfuscation as a mechanism for protecting location
privacy. Obfuscation is a new direction for privacy research that is explicitly spatial and
is complementary to conventional privacy protection strategies. In contrast to previous
work, obfuscation is not based on, but may be used in combination with, regulation,
privacy policies, and anonymity.



34 M. Duckham and L. Kulik

3 Obfuscation and Negotiation

The aim of obfuscation is to protect a person’s location privacy by degrading the quality
of information about that person’s location, at the same time as delivering a location-
based service of acceptable quality to that person. One way to degrade the quality of
information about a person’s location is to be imprecise. Instead of providing a single
location to a location-based service provider, a person might wish to provide a set of
locations (an obfuscation set, usually denoted O). An orthogonal way to degrade the
quality of information about a person’s location is to be inaccurate. For inaccuracy, we
might generate an obfuscation set O that does not contain that person’s true location.
Thus, we may identify four possibilities for an individual located at point [ and their
obfuscation set O:

1. Accurate and precise: [ € O and |O] =1

2. Inaccurate and precise: [ ¢ O and |O| = 1
3. Accurate and imprecise: [ € O and |O] > 1
4. Inaccurate and imprecise: [ ¢ O and |O] > 1

Under imprecision, the larger the obfuscation set, the less information is being re-
vealed about the individual’s true location, and so the greater the level of privacy that
individual is able to enjoy. Under inaccuracy, the greater the distance between elements
in the obfuscation set and the individual’s true location, the less information is being
revealed about the individual’s true location, and so the greater the level of privacy that
individual is able to enjoy.

3.1 Negotiation

Previous work in [2] has provided the formal basis for using obfuscation based on im-
precision in nearest POI queries. The approach uses a negotiation process, summarized
in algorithm 1 below. The aim of this negotiation process is to achieve a satisfactory
balance of level of privacy and quality of service. In this section, we briefly review the
negotiation process, but for more details the reader is directed to [2].

Using a graph-based representation of the geographic environment, the negotiation
algorithm first partitions the obfuscation set O into equivalence classes. Elements in
each equivalence class has the same POI p € P as their closest (we assume for simplic-
ity there are no ties: all locations o € O are closest to one POI p € P). This step can be
thought of as building a graph-based equivalent of a Voronoi diagram. Indeed, the term
“graph Voronoi diagram” is coined and formally defined in [5].

The algorithm operates using a graph-based representation of geographic space in
order to model the constraints to movement that are normally a feature of most location-
based services. However, the simplest way to explain the negotiation process is with the
analogy of a Voronoi diagram. In Figure 1 the Voronoi diagram has been computed
for the locations of a few POIs (white dots), with the shaded circular regions in each
sub-figure representing the obfuscation set for the clients actual location (black dot). At
each iteration of the negotiation process, there are four possibilities:
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Algorithm 1. Negotiation proximity query with obfuscation (after [2])
Data: Obfuscation set O for the agent; graph-based representation of the geographic
environment G the set of POIs P
Result: The location p € P which is the best estimate of the nearest POI given the agent’s
privacy requirements

1.1 Find the relation ¢ such that for all 01,02 € O, 01602 iff 01 and 02 have the same POI
p € P as their most proximal;

1.2 Construct the partition O/6;

13 if O € O/6 then

1.4 Return the closest POI for an arbitrary element in O;
1.5 if Agent agrees to identify for its current location | the equivalence class [I] € O/ then
1.6 Return the closest POI for an arbitrary element in [I];
1.7 if Agent agrees to identify some new obfuscation set O’ such that O’ C O then
1.8 Reiterate algorithm with O’ in place of O;
1.9 else
1.10 Return some best estimate of the closest POI based on maximizing |[I']|/|O], for

some arbitrary I’ € O;

1. If all the locations in obfuscation set are closest to the same POI (within the same
proximal polygon), then the location of this is returned as the query result (Figure
la, Algorithm 1 lines 1.3-1.4).

2. If the agent agrees to identify in which proximal polygon it is actually location,
then the POI for this proximal polygon (shown with bold outline in Figure 1b) is
returned as the query result (Algorithm 1 lines 1.5-1.6).

3. If the agent agrees to identify some other smaller obfuscation set (shown as dashed
line in Figure 1c), then negotiation reiterates with this new obfuscation set (Algo-
rithm 1 lines 1.7-1.8).

4. Otherwise, the POI for the proximal polygon that contains the largest proportion
of the obfuscation set is returned (shown with bold outline in Figure 1d) as a best
estimate of the closest POI. Note that, as in Figure 1d, this best estimate may not
be the optimal answer (Algorithm 1 lines 1.9-1.10).

The analysis in [2] shows that this negotiation process: (1) is well formed, in the
sense that it will always terminate; (2) is computationally efficient, in that its underly-

Fig. 1. Negotiation alternatives, illustrated by a Voronoi diagram
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ing algorithm has the same computational complexity as the comparable conventional
algorithm for finding the most proximal POI without obfuscation.

The decision as to whether an agent agrees to identify the smaller obfuscation sets
required for negotiation branches 2 and 3 above will depend on the balance of level of
privacy and quality of service for that agent. Thus, if an agent requires a higher quality
of service than can be achieved at the current level of privacy, then it may need to reveal
more information about its actual location (a smaller obfuscation set). The goal of the
remainder of this paper is to investigate this decision, and some of the other parameters
that will affect the balance between quality of service and level of privacy for an agent
obfuscating its location.

4 Simulations

The framework set out in the previous section provides the basis for an obfuscation
system that enables individuals to access high quality location-based services whilst
revealing as little information as possible about their current location. Thus, an ob-
fuscation system aims to achieve a satisfactory balance of level of privacy (LOP) and
quality of service (QOS). In general, higher LOPs are expected to lead to lower QOS
and vice versa (lower LOPs are expected to lead to higher QOS). There exist a number
of different parameters that can be manipulated within an obfuscation system and that
complicate the balance of LOP and QOS.

In order to investigate these parameters we developed a simulation environment,
programmed in Java. The parameters that can be manipulated within the simulation
system include:

the size, shape, and location of the initial obfuscation set used in the negotiation
process;

the strategies adopted by individual agents during the negotiation process;

the number and location of points of interest (POIs) available within the spatial
environment; and

the spatial environment itself.

By manipulating these parameters within the simulation system we can empirically
investigate the effects of these changes upon the balance of LOP and QOS. The primary
research questions this research sets out to answer are:

1. Using obfuscation, is it possible to achieve high QOS at the same time as high LOP
for location-based proximity queries?
2. Which obfuscation strategies provide the best balance of QOS and LOP?

4.1 Simulation Strategies

There are several distinct obfuscation strategies that have been tested within the simula-
tion system. Each strategy, described below, has different parameters that may be varied
as part of the negotiation process.
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— O-strategy: As described in in the previous section, during the negotiation an agent
can choose to identify in which equivalence class it is currently located to the
location-based service provider. Using an O-strategy (optimized-strategy) agent
chooses to reveal this information at the first negotiation iteration. Thus, with min-
imal negotiation, an O-strategy agent finds the best possible obfuscation for a par-
ticular set of initialization conditions. The size of the initial obfuscation is the only
negotiation parameter that can be varied by an O-strategy agent.

— C-strategy: The C-strategy (compact-strategy) uses a full negotiation process that
takes advantage of the spatial structure of the environment. The initial obfuscation
for a C-strategy agent is a compact connected “ball” of nearby points. At each
iteration a C-strategy agent will discard one or more locations from the edge of
the obfuscation region, maintaining a compact connected obfuscation throughout
the negotiation process. As for the O-strategy, the size of the initial obfuscation is
a parameter that can be varied by a C-strategy agent. Additionally, because a C-
strategy agent uses a full negotiation process it may also decide to accept a reduced
QOS in return for higher LOPs.

— L-strategy: The L-strategy (lying-strategy) uses inaccuracy rather than imprecision
to obfuscate an agent’s location. L-strategy agents provide a single (precise) loca-
tion, but one that is perturbed from the agent’s true location. An L-strategy does not
take part in any negotiation process, since it provides a precise location from the
outset. However, a L-strategy agent can vary the amount it perturbs its true location,
i.e., how much it prepared to lie about its true location.

In addition there are a number of derived or hybrid strategies that agents can adopt.
Examples of derived and hybrid strategies investigated include the following:

— E-strategy: Like the C-strategy, the E-strategy (elongated-strategy) uses a con-
nected region of nearby points and maintains a connected obfuscation throughout
the negotiation. However, unlike a C-strategy agent, a E-strategy agent uses a elon-
gated “sausage” rather than a compact “ball” of locations for its obfuscation.

— R-strategy: Like the C-strategy, the R-strategy (random-strategy) uses a full nego-
tiation process but does not take advantage of the spatial structure of the environ-
ment. Instead, R-strategy agents construct an initial obfuscation from random loca-
tions within the environment. At each iteration, R-strategy agents randomly remove
one or more locations from their obfuscation in order to continue the negotiation
process.

— CR-strategy: CR-strategy agents initialize their obfuscation as a compact region of
connected nearby points (C-strategy), but then randomly remove points from that
region during the negotiation process.

— CRL-strategy: A CRL-strategy is based on a CR-strategy, but additionally an agent
may discard its true location from the obfuscation set, meaning it may provide an
obfuscation set that is both imprecise and inaccurate.

4.2 Confidence

In addition to the strategies and environmental parameters, some agents may also spec-
ify a threshold value which determines how that agent wishes to balance its LOP against
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its QOS. This threshold value takes the form of a level of confidence, as a number in
the interval [0.0,1.0]. At each iteration of the negotiation process, the negotiation al-
gorithm checks the proportion of the obfuscation set that is closest to each POL. If this
proportion is greater or equal to the confidence threshold for any of the candidate POIs
the agent terminates the negotiation by requesting the best estimate of the nearest POI.
A confidence level of 0.6 means that an agent will accept the best estimate of the clos-
est POI as long as 60% of its obfuscation set is closest to one POI. A confidence level
of 1.0 means that an agent will only accept a perfect QOS while a confidence level of
0.0 means that an agent will accept any QOS (see [2] for more details). In effect, the
confidence level provides a mechanism to balance QOS and LOP, without needing to
explicitly compute QOS (which would require that the agent reveal its true location).

5 Results

5.1 Density of Points of Interest

The density of POIs in the environment is one of the main factors that should deter-
mine the balance of LOP and QOS. Higher POI densities are expected to require that
an agent must reveal more information about its location (lowering its LOP) in order to
achieve the same QOS. To investigate this expectation, 100 simulations were conducted
at each of 10 different POI densities. The simulations were conducted using a simple
environment of a small regular network of 400 nodes arranged in a grid. For each of the
10 sets of simulations, Figure 2 shows the average LOP, in terms of the number of ele-
ments in the final obfuscation |O] (i.e., once negotiation is completed), plotted against
the against POI density, measured as the number of POIs used to initialize the set of
simulations (for a fixed environment size). The median is preferred to the mean as an
average, since the population of results for each simulation were often skewed and con-
tained outliers. For clarity, Figure 2 is presented as a log-log plot, because successive
sets of simulations doubled the number of POIs in the environment. The other simula-
tion variables were set at default levels: a confidence level of 1.0 was used for all agents
(perfect QOS), and each agent used the entire environment as its initial obfuscation (the
largest possible initial obfuscation).

The results show that, as expected, LOP decreases with increasing POI density. At
the extreme right of the figure, every node is a POI, so every agent must reveal its
precise location in order to find the nearest POI with total confidence. At the extreme
left of the figure, the environment contains only one POI, so an agent need not reveal
any information about its location in order to find the nearest POI (there is only one).

In between these extremes, the figure shows four response curves for the different
obfuscation strategies tested. The first strategy is the O-strategy (optimized strategy),
where the agent agrees at the first iteration of negotiation to reveal in which equivalence
class it is currently located. As expected this strategy outperforms all other strategies,
in the sense that it provides a higher LOP than any other strategy for a particular POI
density. The worst strategy is the R-strategy (random), where the obfuscation is com-
posed of points located randomly throughout the environment. The poor performance
of the R-strategy is is due to the spatially dispersed nature of its obfuscation. Even
for small obfuscations, elements of the obfuscation set O may be scattered across the
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Fig. 2. Effect of POI density upon LOP

environment with no single POI nearest to all of these elements. For similar reasons,
the C-strategy, where obfuscations are compact connected subgraphs, outperforms the
E-strategy, where obfuscations are elongated connected subgraphs.

A Wilcoxon signed-rank test (a discrete, paired equivalent of the ¢-test) was used
to test the null hypothesis that the observed differences between the results arrived by
chance (i.e., sets of results were drawn from the same population). For those data points
that are visually distinct on the graph in Figure 2, these tests indicated that the null
hypothesis should be rejected at the 5% significance level. In other words, the results
indicate that the O-strategy performed as well as or significantly better than the C-
strategy, which performed as well as or significantly better than the E-strategy, which
performed as well as or significantly better than the R-strategy.

5.2 Initial Obfuscation Size

Another factor that should affect the balance of LOP and QOS is the initial obfuscation
size. The size of the initial obfuscation set O constrains the LOP: small obfuscation sets
mean lower LOPs, large obfuscation sets allow higher LOPs. To investigate this, 9 sets
of 100 simulation runs were performed, changing the size of the initial obfuscation for
each set of simulations. Based on the results from Figure 2 the POI density for these
simulations was set at a level typical of the mid-range of the simulations (8 POIs in the
environment of 400 nodes). The confidence level used in the negotiation process was
again 1.0. Figure 3 shows average (median) LOP against initial obfuscation size in terms
of |O], the total number of elements in the initial obfuscation set. At the extreme left of
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the figure, the initial obfuscation size is a single location, leading to the lowest possible
LOP. At the extreme right of the figure, the obfuscation size is the entire environment
(the agent begins the negotiation process by revealing no information about where it is
located).
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Fig. 3. Effect of initial obfuscation size upon LOP

The figure shows the same ordering of strategies as in the previous section, with
the O-strategy outperforming C-strategy, outperforming the E-strategy, outperforming
the R-strategy. Again, a Wilcoxon signed-rank test was used to confirm this ordering.
Two additional strategies are included in Figure 3, which are hybrids of the C- and R-
strategies. The CR-strategy agent selects a compact initial obfuscation in combination
with a random negotiation strategy. The CRL-strategy uses the CR-strategy in addi-
tion to an agent being able to lie about its true location (i.e., provide an obfuscation
that does not include its actual location). These hybrid strategies did not perform well,
offering similar performance to the C-strategy only at the lowest initial obfuscation
sizes, but degrading rapidly into the R-strategy. In fact, in general these strategies rarely
out-performed even the random strategy, providing a strong indication that it is the ne-
gotiation process that dominates the effectiveness of the strategy, rather than the initial
conditions for the negotiation. This is a helpful result, as is ensures the obfuscation
process is not too sensitive to the initial conditions.

The noticeable feature of Figure 3 is that while the LOPs achieved by the C- and
E-strategies climb steadily with the O-strategy at lower initial obfuscation sizes, both



Simulation of Obfuscation and Negotiation for Location Privacy 41

C- and E-strategies level off at a maximum LOP at higher initial obfuscation. The max-
imum level is directly related to the POI density in Figure 2. Repeating these sets of
simulations at different POI densities produces similar graphs to Figure 3 which differ
in the maxima for the C- and E-strategies. For these sets of related graphs, plotting the
maxima for the C-strategy against POI density results in Figure 4.
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Fig. 4. Maximum median LOP as a function of POI density for a range of initial obfuscation sizes

The import of Figure 4 is that the maximum possible LOP for the C-strategy (and
E-strategy) can be directly related to the POI density, independently of the initial ob-
fuscation size. The regression curve in Figure 4 is a simple power function that fits the
observed data with a reasonably high product-moment correlation coefficient (r-squared
value of 0.88). This is a useful result because knowing that, on average, an initial obfus-
cation size greater than some threshold will not produce improvements LOP provides a
basis upon which to choose an initial obfuscation, one of the primary difficulties facing
an obfuscation system.

The reason for this behavior can be explained with the analogy of the Voronoi di-
agram. For the C- and E-strategies, larger initial obfuscation sets also have a greater
overlap with the proximal polygons of several POIs. During negotiation, the obfusca-
tion sets are reduced from the outer boundary. Larger initial obfuscation sets require
additional iterations of the negotiation process to ensure that all elements of an agent’s
obfuscation set are closer to one POI than to any other POIs. Thus, on average the size
of the final obfuscation sets are dominated by the density of POIs.
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5.3 Confidence

The simulations so far have all used a confidence level of 1.0: the agents need to know
with complete confidence which is the nearest POI. While this may be useful in some
applications, in many applications users might be prepared to accept suboptimal query
results if this also provided higher levels of privacy. Decreasing the level of confidence
is expected to increase the LOP, at the expense of decreased QOS. Figure 5 shows
the LOPs achieved by the different negotiation strategies across a range of confidence
levels. The figure was generated using 11 sets of 100 simulations with a constant mid-
range POI density (8 POIs in an environment of 400 nodes) and with the maximum
initial obfuscation size.
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Fig. 5. Effect of confidence level on LOP

As expected, the LOP achieved by the obfuscation system climbs steadily with de-
creasing confidence levels. Again, the C-strategy outperforms the E-strategy, which in
turn outperforms the R-strategy. Both C- and E-strategies still provide moderate levels
of privacy even at the highest confidence levels. However, the O-strategy always ter-
minates after one iteration of the negotiation by indicating in which equivalence class
it is located. Thus changing the confidence levels has no effect on the performance of
the O-strategy. The important point to note in Figure 5 is that at lower levels of confi-
dence, the C-, E-, and even R-strategies are capable of providing higher LOPs that the
O-strategy. Thus, for agents who do not require a perfect answer to their location-based
query may be able to achieve higher LOPs be using a full negotiation strategy, such as
the C-strategy.
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A similar set of simulations was used to generate Figure 6, which shows the QOS
provided to the agent plotted against level of confidence. QOS is measured in terms
of the how much further away from the agent’s location a is the actual query result
provided by the obfuscation service b when compared with than the best possible query
result ¢ measured as d(a,b) — d(a, ¢) where d(x,y) is the network distance between x
and y. High values indicate a low QOS, low values indicate a high QOS (hence the scale
in Figure 6 is reversed with low values and high QOS at the top of the y-axis). Although,
as expected, QOS decreases with level of confidence, it is noticeable that there exists a
wide range of confidence levels less than 1.0, which still provide the highest possible
QOS. By definition, the O-strategy always delivers a perfect QOS (although discussed
above, sometimes at the cost of lower levels of privacy).
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Fig. 6. Effect of confidence level on QOS

5.4 Balancing Quality of Service and Level of Privacy

The previous simulations provide a basic understanding of the effects of varying dif-
ferent obfuscation parameters: different negotiation strategies, POI densities, initial ob-
fuscation sizes, and levels of confidence. We are now in a position to investigate the
overall balance of LOP and QOS. Plotting median LOP against median QOS across
multiple simulations confirms that it is indeed possible to achieve high QOS and high
LOP. Rather than examples of such plots, Figure 7 shows the lowest observed QOS
against LOP across the entire range of different confidence levels. Thus, Figure 7 repre-
sents not the average results, but the worst observed results, in terms of the lowest QOS
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observed for a particular LOP. Despite representing the worst extremes of the each strat-
egy, the C-strategy in particular still performs well, providing high levels of QOS at all
but the highest LOPs. For clarity, the R-strategy performs is not plotted in Figure 7, but
as expected performs badly, providing a much lower QOS across almost all LOPs than
the other strategies.
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Fig. 7. Lowest observed QOS against LOP

Figure 7 also compares the results with the corresponding L-strategy (lying strat-
egy). The L-strategy provides the LBS with a precise location, but perturbs that location
by a predetermined amount. The higher the perturbation, the higher the LOP. To plot the
L-strategy and the imprecision-based strategies on the same graph it was necessary to
formulate a shared measure of LOP. To achieve this, the LOP for an L-strategy was mea-
sured as the size (in terms of the number of elements) of the corresponding C-strategy
compact “ball” that has the agent’s true location at its center and the perturbed location
at its boundary. Based on this relationship, QOS against LOP is also plotted on Figure
7 alongside the C- and E-strategies. Although the L-strategy performs reasonably well,
in general the results indicate that the L-strategy does not achieve as high QOS as the
C-strategy at the same LOP.

5.5 Environment

As stated previously, the environment for the simulations was a small regular network
of 400 nodes arranged in a grid. However, all the experiments were also repeated for a
more realistic environment: a generalized map of a portion of central Paris containing
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a similar number of nodes. The results indicated that, at least within the limited scope
of the experiments already described, the use of a less regular environment did not
affect the properties of the obfuscation process. However, future work will need to test
further types of obfuscation strategy. In particular, the C- and E-strategies tested in this
paper use connected initial obfuscation sets. A more realistic initial obfuscation set
might be all locations within, say, 300m of the agent’s actual location. Although in a
regular grid environment such an obfuscation will also be connected, in a more realistic,
heterogeneous environment, such as central Paris, such an obfuscation will necessarily
be connected, which may degrade the performance of the obfuscation process.

5.6 Summary of Results

In summary we draw the following general conclusions from the results of our simula-
tions:

1. Using obfuscation and negotiation, it is possible to achieve high quality location-
based services whilst maintaining high levels of location privacy, by revealing only
low quality information about location.

2. The final LOP for an agent depends more strongly on the negotiation strategy than
on the initial negotiation conditions.

3. Negotiation strategies differ in their suitability for obfuscation. Of the strategies
tested, the results suggest that the C-strategy, using a compact region of imprecision
and discarding points near the edge of that region during negotiation, outperforms
all other non-optimized strategies including a simple L-strategy. Further, at lower
confidence levels, the C-strategy can also outperform the O-strategy.

4. The maximum possible LOP for an agent using full negotiation (the C- or E-
strategies) across a range of initial negotiation conditions depends strongly on POI
density. Within our simulations, the maximum LOP may be related using a simple
power law to the POI density. In turn, this provides a maximum initial obfuscation
size, above which further increases in initial obfuscation are unlikely to result in
concomitant increases in the final LOP.

6 Conclusions and Outlook

Obfuscation enables people to protect their location privacy by revealing the least pos-
sible information about their current location when accessing location-based services.
Our approach to obfuscation focuses on automated negotiation that enables users to
balance the level of location privacy against the quality of location-based service. Since
negotiation-based obfuscation is complementary to current approaches to location pri-
vacy (regulation, privacy policies, or anonymity), we believe that obfuscation represents
an important new direction for location privacy research that has not previously been
adequately investigated.

6.1 Balancing QOS and LOP

The simulation results show that a negotiation-based obfuscation strategy for protecting
location privacy is able to achieve both high levels of QOS for nearest POI queries in
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concert with high levels of location privacy. Tailoring the negotiation process to the
requirements of a particular user can be achieved using confidence levels. Thus, higher
QOS can be guaranteed using high confidence levels; lower confidence levels improves
LOP with little or no loss of QOS, at least for higher confidence levels. In summary,
these results clearly show that the negotiation process can be used to balance LOP and
QOS. These encouraging results warrant further investigation into obfuscation-based
strategies, including field tests with real location-based services.

It is expected that in a practical obfuscation system user profiles would be used
to govern the automated negotiation process. For example, a simple user profile might
contain the minimum LOP a user is prepared to accept (in terms of the minimum ob-
fuscation set size), or the minimum QOS. Current work is investigating the practical
aspects of delivering obfuscated location-based services to mobile users.

6.2 Imprecision and Lying

The simulations also indicate that the strategy based on inaccuracy (L-strategy) does
not perform as well as the best strategy based on imprecision (C-strategy). This result
relies on the establishment of a common measure of LOP for inaccurate and imprecise
obfuscation, and must be carefully interpreted. However, it does suggest that the use of
imprecision as a core obfuscation strategy warrants further investigation. Imprecision
also has the advantage that it does not require the user to explicitly “lie” about his
or her location, something that might not be acceptable to some LBS providers. The
shape of the obfuscation region has a significant impact for location privacy: compact
regions compare favorably with elongated regions. Therefore, strategies that obfuscate
a location using regions or blocks should be preferred to strategies that use elongated
or linear structures for obfuscation.

6.3 Selecting the Initial Obfuscation Set

Selecting a good initial size for an obfuscation set, which balances location privacy and
QOS, is a difficult task. However, our experiments demonstrated that increasing the
size of the initial obfuscation set leads to higher levels of privacy only up to a point.
These findings suggest that it may be possible to select a priori an initial obfuscation
region that satisfies the requirements for high LOP and high QOS. This result might
be practically useful in a number of ways. For example, a more advanced obfuscation
system could enable an obfuscating agent to execute a prequery, which determines the
average density of POIs within a region. This would only require an agent to reveal
minimal information about its current location, but might allow the client to “calibrate”
the obfuscation system to select an appropriate initial obfuscation set size that matches
the density of POIs.

Other potential mechanisms for setting the initial obfuscation level include: us-
ing the entire graph as the initial obfuscation set (computationally practical, as shown
in [2]), or selecting “natural” imprecise regions, such “downtown,” “Kensington,” “Vic-
toria.” Such approaches might also be extended to enable obfuscation based on vague-
ness (e.g., where “downtown” does not have a crisp boundary). Further research on
obfuscation for location privacy will address:



Simulation of Obfuscation and Negotiation for Location Privacy 47

— extending obfuscation techniques to other location-based services, in particular

navigation services and route queries. Initial work in [3] has already set out the
foundations for navigation under imprecision, based on the inherent instruction
equivalence of navigation instructions.

— extending the static obfuscation model presented in this paper to a truly dynamic

model that enables spatiotemporal location-based services.

— counter-strategies for invading location privacy from the perspective of an external

agent wanting to undermine a person’s location privacy.
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Abstract. According to choice models in economics, consumer choice can be
modeled as a two-stage process, starting with the choice of feasible alternatives,
called the screening process, followed by compensatory evaluation of the re-
maining alternatives. Although spatial decision support systems used in various
application areas support the screening process by allowing users to impose
constraints on alternatives, this basic functionality is not widely available in
current route planners. Based on an Internet survey of potential users, we exam-
ine the need for screening functionality in route planners for cyclists. Part 1 of
the survey examines the users’ demand for context information before stating
their route preferences. Part 2 and part 3 investigate the users’ demand for con-
straint functionality with and without context information. The results indicate
that eliminatory constraints are essential concepts for the route selection proc-
ess, and that maps are most effective in presenting context information about
route alternatives.

Keywords: Route planner, user interface design, spatial decision support,
eliminatory constraints, context-based route selection.

1 Introduction

Route selection problems commonly involve a set of route alternatives from which a
choice of an alternative must be made under consideration of several evaluation crite-
ria. With this paper, we address route selection within the framework of multi-
attribute decision making (MADM). The MADM framework involves a selection
among a limited set of alternatives and has a single, implicitly defined objective
(Malczewski 1999). Solving a MADM problem involves the sorting and ranking of
alternatives according to an underlying decision rule. A decision rule is a procedure
that integrates information on alternatives and the decision maker’s preferences to
produce an evaluation of the set of alternatives. Two classes of decision rules can be
distinguished: compensatory and non-compensatory. The compensatory approach is
based on the assumption that the high performance of an alternative achieved in one
or more criteria can compensate for the weak performance of the same alternative in
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other criteria. Contrarily, under the non-compensatory approach a poor performance
by an alternative in a criterion cannot be offset by another criterion's good outcome.
Evaluation criteria (also called attributes or decision variables) considered in a
MADM problem include benefit criteria and cost criteria. Multiplication of these cri-
teria by a constant coefficient represents the objective function which needs to be
maximized or minimized in an optimization problem.

Eliminatory constraints impose limitations on the set of decision alternatives. An
alternative is feasible if it satisfies all eliminatory constraints. Dichotomizing the set
of decision alternatives under consideration into feasible and infeasible is referred to
as a screening procedure. Choice behavior can be modeled as combined two-stage
process at which the screening process (i.e., the non-compensatory stage) is followed
by a compensatory stage (Srinivasan 1988). Non-compensatory constraints eliminate
those decision options from further consideration that do not meet thresholds set for
evaluation criteria (Malczewski 1999). In this work we analyze the user need for non-
compensatory constraints in the user interface and—as a clarification—use the term
eliminatory constraints as a synonym for non-compensatory constraints.

1.1 Eliminatory Constraints in Spatial Decision Support Systems

A growing number of electronic bicycle route planners that are available as commer-
cial products or as Internet applications provide evidence for the increasing demand
for these spatial decision support tools. Existing route planners provide only limited
functionality in terms of their decision rule in that they either evaluate a single
attribute optimization function (e.g., shortest path), or (rarely) use a compensatory de-
cision rule involving user-defined criteria (e.g., short and scenic route) and impor-
tance weights. Non-compensatory techniques using eliminatory constraints are even
less frequently found in existing systems.

Online route planners that are primarily designed for bicycle tourists allow for (1)
manually selecting from a set of pre-defined routes (EMS 2005), and (2) adding fur-
ther stops between start and end of the pre-defined route (Ehlers et al. 2002). In the
first case, no decision rule is supported. In the second case, a fixed optimization func-
tion for a single criterion (i.e., path length) is evaluated. Other online route planners
allow for arbitrary selection of start and end nodes by entering addresses or points of
interest (MAGWIEN 2005), and provide an additional function for importance
weighting of various route selection criteria. Examples include the weighting of slope
avoidance (Bikemetro 2005), or fast, scenic, and short routes as realized in the com-
mercial software Rad.RoutenPlaner (Rad.RoutenPlaner 2003). All of these examples
have in common that the user cannot explicitly state eliminatory constraints.

In fact, very few route planners provide eliminatory constraint functionality (e.g.,
BBBike 2005), although non-compensatory decision rules have been implemented in
Geographic Information Systems (GIS) for years, e.g. for site selection, route plan-
ning, and land-use decision-making (Carver 1991; Jankowski 1995; Eastman 1997).
Recent GIS applications have used the Ordered Weighted Averaging method to offer
the user a choice between various decision rules including the non-compensatory
logical AND and OR operators (Jiang and Eastman 2000; Rinner and Malczewski
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2002). Route planning services for wheelchair users provide evidence that eliminatory
constraints may in fact be important for route planning tasks. The MAGUS applica-
tion (Beale et al. 2001; MAGUS 2005) is a GIS-based route planning tool for wheel-
chair users. It also includes prohibitive obstacles (e.g., steps), which denote elimina-
tory constraints on a route. Dewey (2001) provides a detailed list of potential barriers
for wheelchair users in urban areas. In both applications, the search algorithm selects
the set of feasible routes by non-compensatory screening, which ignores value trade-
offs (Keeny 1980). In this paper we focus on the user’s conceptualization of the best
route in terms of compensatory and non-compensatory decision rules. We omit com-
plexity and efficiency considerations of multiple criteria path computation (Horn
1997; Mitchell 2000; Mooney and Winstanley 2003) and assume a given set of alter-
native routes.

The motivation for the presented work is based on findings of a previous Internet
study about route selection criteria for cyclists in unknown urban environments
(Hochmair 2004a). The 42 participants were asked to specify those route features
(i.e., eliminatory constraints) that should exclude a specific route from the set of po-
tential routes between two locations. The large variety of the 23 eliminatory con-
straints motivated the following two questions: To which extent should these con-
straints be taken into account in the user interface design for route planners? Does
context information about existing route alternatives affect the user need for con-
straint functionality?

Table 1. Constraints mentioned for bicycle routes in urban environments

Constraint freq Constraint freq
heavy traffic 31 city center (“avoid” criterion) 3
long detour 12 | intersections with heavy traffic 2
steep slope (up/down) 9 routes with public transport 2
no bike lane 7 tunnel 2
boring suburbs or industrial zone 6 many turns at intersections 2
bad surface quality 6 roundabout 1
unsafe districts - high criminal rate 6 narrow streets 1
many traffic lights or other forced stops 4 bad signage 1
illegal street segments 4 many one-way streets in area 1
pedestrian area 4 fee 1
complex or confusing route 3 shopping streets 1
dangerous streets 3 controls by police (“avoid” crit.) 1
stairs 3 construction sites (“avoid” crit.) 1

Table 1 lists the stated constraints found in the 42 filled questionnaires (Hochmair
2004a). The “freq” column shows the number of participants who mentioned the cor-
responding constraint. The importance of constraints in the user’s decision process is
also demonstrated by the high number of “avoid” criteria (10) that where mentioned
when users were asked for their preferred route characteristics (35 in total). Three of
the “avoid” criteria did not overlap with any of the 23 eliminatory constraints and
were therefore added to Table 1 to complete the list of constraints.
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1.2 Context Information: Information About Choice Alternatives

Work on compensatory decision models provides evidence that the importance weight
assigned to a criterion is a function of the range of values for that particular criterion
(Srinivasan 1988; Keeny and Raiffa 1993). Thus the user of a decision support system
needs to know the range of attribute values from all available choice alternatives (e.g.,
the length of the shortest and longest alternative) before being able to make a reason-
able preference statement. Various research tools, such as HomeFinder (Williamson
and Shneiderman 1992), GeoVISTA Studio (Takatsuka and Gahegan 2002), and
CommonGIS (Andrienko and Andrienko 2001), include dynamic queries as a stan-
dard function. This allows the user to view the range of attributes for all choice alter-
natives and to filter the set of alternatives by reducing the valid range of attribute val-
ues. In contrast, current route planners do not usually offer context information before
asking the user for preference statements. Instead, they ask for start and destination,
and possibly for route preferences (e.g., Rad.RoutenPlaner 2003; Bikemetro 2005).
The user thus decides under uncertainty and cannot assess the consequences of her
preference statements. In one part of our research we adopt the findings of Srinivasan
(1988) and Keeny and Raiffa (1993) to route planning and examine whether users of
route planners feel more comfortable when being provided with context information
before making their preference statements, i.e., before assigning weights to route se-
lection criteria. Few route planners (e.g., Demis 2005) allow subsequent modifica-
tions of importance weights on initial route suggestions. Through route display on a
map, these modifications can be done under more certainty. Generally, in interactive
systems such as route planners, the user’s model of a system governs her interactions
with it (Barfield 1993). If the user lacks information about possible consequences of
her selection, the results of taking an action and setting choice preferences may be un-
expected and frustrating due to an incorrect user model.

In the case of eliminatory constraints it seems obvious that a function that allows
imposing constraints on route alternatives will only be utilized if at least one of the
route alternatives is affected by imposing an eliminatory constraint. Otherwise the ac-
tion taken by the user will have no effect on the decision outcome. We expect that in-
formation about existing route alternatives also supports non-compensatory screening,
that the user can better assess whether imposing eliminatory constraints on a route is
relevant for defining the optimal route and that unnecessary constraint statements in
the decision making process can be reduced. The third part of our study therefore in-
vestigates whether additional context information reduces the user’s demand for
eliminatory constraint functionality in user interfaces for route planners.

1.3 Structure of the Paper

The remainder of this paper is structured as follows. Sections 2, 3, and 4 describe the
three parts of an Internet survey which investigates the demand for context informa-
tion and the demand for eliminatory constraint functionality. Each survey question is
described through its hypothesis, questionnaire design, and results. Lastly, section 5
integrates the findings with respect to the individual questions and provides an out-
look on future work.
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2 Question 1: Demand for Context Information

Question 1 addresses the user’s comfort with various ways of presenting information
about pre-computed route alternatives while making preference statements. Potential
users were asked to rank four information designs from best to worst and to evaluate
how helpful the particular information is for assigning importance weights to com-
pensatory route selection criteria.

Participants in the study were 32 voluntary Internet users, most of them under-
graduate Geography students in St. Cloud and Toronto. Ages ranged from 16 to 53
years (median = 26). Out of the 32 participants, 10 stated to use their bike daily, 13
between one and six days a week, and 9 less than once a week (average = 3.8
days/week, standard deviation = 2.9). 91% of the participants have seen or used route
planners for car navigation, whereas fewer participants know route planners for bicy-
cle or pedestrian navigation (38% each). The sample routes used for the study were
taken from the suburban area of Minneapolis. Therefore we assume that none of the
participants was familiar with the test area.

2.1 Hypothesis

Adopting the findings in Srinivasan (1988), Barfield (1993), and Keeny and Raiffa
(1993) for the design of route planners, we hypothesize that the user of such tool feels
comfortable with a user interface that visualizes characteristics of existing route alter-
natives between two selected locations before stating her route preferences. We ex-
pect that such design is preferred over a design that omits any type of route informa-
tion.

2.2 Questionnaire Setup

The questionnaire started with four Web pages, each visualizing a different way of
presenting information about feasible route alternatives. Participants had to imagine
that they had already selected the start and destination of their trip, so that the system
could pre-compute a set of three reasonable routes and show the information about
these three routes. Participants could move back and forth to inspect the four Web
pages. When done, participants were shown the thumbnails of all four designs on a
summary page (Fig. 1), and asked to rate each design on a scale between 4 points
(most useful design) and 1 point (worst design). Besides the route information each of
the four designs also showed an image of a slider box which simulated a decision
situation where the user could use sliders to state the importance weights for four
route selection criteria, namely fast, safe, simple, and attractive route.

Design a) in Fig. 1 provides no route information but shows only the slider box so
that the decision maker has to act under uncertainty. Design b) provides statistical
route information visualized as bar charts. Each bar chart depicts the three routes’ per-
formances in attribute levels on a range between 0% and 100% for the four criteria
fast, safe, simple, and attractive. Design c) visualizes the pre-computed routes on a
street map. Design d) combines the map visualization with the bar charts.
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Fig. 1. Various representations of context information about route alternatives visualized in the
user interface

2.3 Results

Fig. 2 shows the number of participants that considered a specific information design
to be superior to all other designs (ties were excluded). According to the bar chart,
and the means and medians of each design, on average, highest preference was as-
signed to design d), followed by c) and b). Design a) was least preferred.
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A Wilcoxon signed-rank test compared medians between any two designs
(Table 2). The left three columns compare design a) with b), c) and d). The results
show that the medians of preference ratings for all designs that provide any type of in-
formation about route alternatives are significantly higher than the median for the de-
sign that provides no route information. This confirms our hypothesis: Users of route
planners feel more comfortable in stating their preference when information about
route alternatives is provided in the user interface.

Preferred Information Design
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Fig. 2. Preferences for various types of route information on a scale from 1 to 4. The bar chart
summarizes the favorite design for all 32 participants, with tied favorite designs excluded.

When it comes to comparison between designs that provide information (right
three columns in Table 2), no significant difference between the medians can be
found at the 95% confidence-level. However, both the magnitude of medians and the
distribution of the most favored designs (Fig. 2) suggest that maps are more powerful
in supporting the user in stating her preferences than bar charts only, and that the in-
formation-richest design combining map and bar chart was the most preferred. The
superiority of maps over charts can be explained by several factors (Freksa 1999):
Maps derive their basic structure from the spatial structure of the geographic world,
thus they intrinsically preserve spatial information. Robinson et al. (1995) describe
the objective of map design as evoking in the mind of the map viewer an image of the
environment. Specifically, in a map, the “structural relationships of each part to the
whole” are important (Robinson et al. 1995, p. 317). In a route planner, this provides
relevant context information about routes and their environment. To the contrary, in a
statistical representation of route alternatives, the spatial relation is lost, and the in-
formation is portrayed by a collection of graphical features that indicate the magni-
tude of selected spatial and non-spatial attributes. Apparently, the spatial information
shown in route maps can trade off the potentially more detailed information in a bar
chart of route selection criteria. Finally, Slocum et al. (2004) discuss the use of tables
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and statistical measures for spatial data. “Raw tables are useful for providing specific
information ... but they fail to provide an overview of a data set” (Slocum et al. 2004,
p. 54). We conclude that tabular data on route alternatives would provide too much
detail and too little overview information to the users of a route planner.

Table 2. Significance levels for median comparison of preference values for various informa-
tion designs

No info in one of two visualizations Info in both visualizations
No info vs. | No info vs. | No info vs. | Bars vs. | Bars vs. | Map VS.
Bars Map Bars & Map | Map Bars & Map | Bars & Map
Sigma
(2-tailed) .003 .000 .000 .104 .073 .628

3 Question 2: Eliminatory Constraints Without Context

The second question examines the users’ demand for a user interface functionality
that allows them to impose eliminatory constraints on the route alternatives in addi-
tion to a given set of compensatory benefit criteria. We designed two user interfaces
by which to test the functionality. The first one offers a set of four decomposable,
compensatory higher-level criteria (Fig. 5a), each of which represents a criterion class
comprising several lower-level criteria. For example, the criterion class simple con-
tains among others the lower-level criteria safe area, lighted at night, and bike lane
(which was however not explicitly shown to the participants). The second user inter-
face offers a set of eight compensatory lower-level criteria (Fig. 5b) that were taken
from the four criterion classes described before. For each of the two sets, participants
had to check those eliminatory constraints from a given list that they considered to
substantially complement the functionality of the user interface. No context informa-
tion about route alternatives was provided for this task.

Participants for question 2 were 34 volunteer Internet users, most of them under-
graduate students or university employees. Ages ranged from 19 to 61 years (median
= 26). The participants’ familiarity with route planners and their frequency of bike use
was about the same as for participants of part 1 (section 2). Most participants (30 out
of 34) stated that they use their bikes mainly in urban areas (small towns or cities). As
the maps presented in question 1 and question 3 show urban areas, and as we try to
avoid a potential impact of the type of cycling environment on compared results be-
tween question 1, 2, and 3, we excluded data from participants who live in rural set-
tlements or villages. Finally, data from 30 participants have been analyzed for ques-
tion 2.

3.1 Hypothesis

We claim that the demand for eliminatory constraints depends on the set of compen-
satory decision criteria that is available in a route planner user interface. The decision
maker’s objective (“find best route”) and the related attributes form a hierarchical
structure of evaluation criteria. Basic lower-level attributes can be grouped into more
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general, higher-level attributes, so called factors (Backhaus et al. 1996). The set of
attributes must be complete to cover all relevant aspects of a decision problem (Keeny
and Raiffa 1993; Malczewski 1999). Since a higher-level attribute covers more as-
pects of the decision problem than a single lower-level attribute, fewer higher-level
attributes than lower-level attributes will be needed to provide the complete set of at-
tributes for a route selection problem. Eliminatory constraints may be additionally
required to constrain the set of feasible routes. Our hypothesis is that additional elimi-
natory constraints are more frequently selected in conjunction with a set of compensa-
tory lower-level criteria than with a set of compensatory higher-level criteria.

3.2 Questionnaire Setup: The Sets of Higher-Level and Lower-Level Criteria

The two sets of compensatory criteria presented to the participants as part of the user
interfaces are based on a previous classification study (Hochmair 2004b). In the
study, participants were asked to group 35 bicycle route selection criteria into 3 to 6
classes and to think of appropriate class names. All participants together suggested ten
class names (left column in Fig. 3), with various lower-level attributes assigned to se-
lected classes by each user (not shown in Fig. 3).
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Fig. 3. Dendrogram for hierarchical clustering of suggested classes (classification data from
Hochmair 2004b).

Based on classification results we computed a numerical membership value be-
tween 0 and 1 for each attribute in each class. For example, a value of 1 for attribute
A in class C means that each participant who suggested class C, assigned A to C. We
used a hierarchical cluster analysis (furthest neighbor method) to group correlated
classes based on the membership values derived from individuals’ assignment of at-
tributes to classes. The dendrogram (Fig. 3) reveals that four classes, namely simple,
fast, safe, and attractive (underlined) are appropriate for use as higher-level classes
(bold line). They share only a small number of class members. These four classes
were also the most frequently suggested ones in the classification study (Fig. 4). We
used this set of four higher-level criteria as part of the first interface presented to the
participants for task 2 (Fig. 5a).
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Fig. 4. Percentage of participants that suggested a certain class name in the classification task
(after Hochmair 2004b)

In the same classification study, class members (i.e., lower-level attributes) were
ranked by a relevance value that sorted lower-level attributes with respect to the class
objective and the global importance of the attributes. For the second set of compensa-
tory route selection criteria, we took the two class members with the highest relevance
value from each of the four classes, which yielded eight benefit criteria (Fig. 5b).
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Fig. 5. Sets of higher-level (a) and lower-level (b) compensatory route selection criteria

The images of the slider bars with their set of four or eight compensatory benefit
criteria were embedded on the left side of each questionnaire. On the right side, the 26
eliminatory constraints (taken from Table 1) were presented as checkboxes (see also
Fig. 7). Participants were asked to check those eliminatory constraints that they con-
sidered as relevant for defining the best route in accordance with the given set of
compensatory criteria presented on the left. Both questionnaires were shown in ran-
dom order to each participant to avoid potential impacts arising from the sequence of
presentation. Using checkboxes seems to be an appropriate method for mapping the
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eliminatory constraint functionality to the interface, as the use of checkboxes for bi-
nary choices is suggested in related literature on human computer interaction (Koyani
et al. 2003; Shneiderman and Plaisant 2004).

3.3 Results

On average each participant checked 6.67 eliminatory constraints (median(H)=7) in
combination with the set of four higher-level compensatory criteria (Fig. 5a) and 8.40
eliminatory constraints (median(L)=8) in combination with the set of eight lower-
level compensatory criteria (Fig. 5b). The number of selected eliminatory constraints
across participants is normally distributed for both conditions (One-Sample Kolmo-
gorov-Smirnov Test), but a Paired Samples T-Test did not show significantly differ-
ent means between the two conditions. This could be due to the large standard devia-
tions in relation to the difference of means. We infer that the participants of the study
had an inherent inclination to selecting more or fewer eliminatory constraints inde-
pendently of the two conditions, and suggest examining the number of selected elimi-
natory constraints one-by-one instead.
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Fig. 6. Selected eliminatory constraints in combination with two different sets of compensatory
route selection criteria. Median with higher-level criteria (6) is significantly smaller than me-
dian with lower-level criteria (7.5).

A Wilcoxon Signed-Rank Test for Paired Data showed a significant difference
(p<0.01) between the medians of the number of times each eliminatory constraint was
selected in conjunction with the two sets of compensatory benefit criteria (me-
dian(H)=6; median(L)=7.5), thus supporting the hypothesis stated in section 3.1. Fig.
6 visualizes the results for all eliminatory constraints. Filled bars (i.e., the upper bar in
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each paired group) show participants’ responses for the given set of lower-level com-
pensatory criteria, whereas white bars show responses in connection with the given
set of four higher-level compensatory criteria.

This result leads to the conclusion that it is not the number but the semantic com-
prehensiveness of compensatory route selection criteria that supports easy-to-use
route planners while preserving high functionality. As demonstrated, a more complex
structure of eight lower-level criteria cannot ascribe the user’s objective of defining a
best route equally well as a set of only four higher-level criteria. This statement refers
to the demand for further eliminatory constraints.

Although the results of the survey suggest an importance ranking for the inclusion
of eliminatory constraint functionality (Fig. 6), a particular criterion should only ap-
pear in a route planner user interface if it is relevant for the set of currently available
route alternatives (e.g., “avoid stairs”, only if at least one route includes stairs). Oth-
erwise, the user would be asked to make preference statements although these would
not affect the decision result, as it is the case with several existing route planners.

4 Question 3: Context-Dependent Eliminatory Constraints

The third part of the study examines the potential impact of context information on
the user’s demand for eliminatory constraint functionality. The results of question 1
(section 2) have shown that users tend to prefer being provided with context informa-
tion about route alternatives before stating their preferences. Context information may
decrease the user’s demand for eliminatory constraint functionality, as context infor-
mation allows the user to assess under a higher degree of certainty which eliminatory
constraints may be needed to define the optimal route. In consequence, “blind” check-
ing of arbitrary eliminatory constraints, which have no effect on the decision outcome
(recall the “avoid stairs” example from above), should be unnecessary.

This part of the survey will also examine, whether the findings from section 3,
namely a decreased demand for eliminatory constraint functionality in connection
with higher-level compensatory criteria, also hold if the user is provided with context
information during the preference statement process.

The 21 participants that completed this task are among the 32 Internet users par-
ticipating in question 1 (section 2) and ages for this group ranged from 16-53 years
(median = 26).

4.1 Hypothesis

This part of the study analyses the demand for eliminatory constraints with respect to
two independent variables, namely the level of generality of compensatory criteria
(high, low), and the type of route information provided (bar chart, or map, or bar
chart combined with map). The dependent variable is the number of eliminatory con-
straints selected for any of those combinations. We hypothesize that the decreased
need for eliminatory constraints in combination with higher-level criteria found above
can also be observed when context information about existing route alternatives is
provided. Furthermore, we hypothesize that context information reduces the demand
for eliminatory constraints when compared to decision situations without context in-
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formation. With reference to the last part of the hypothesis, we will compare the find-
ings from this question with those from question 2 (section 3.3).

4.2 Questionnaire Setup

The different values of the two independent variables result in a total of six possible
combinations for the user interface design (Table 3).

Table 3. The six user interface designs used for the third study

Level of generality for Information Design
compensatory criteria Bars Map Bars & Map
high (4 sliders) Bars(4) Map(4) Bars & Map(4)
low (8 sliders) Bars(8) Map(8) Bars & Map(8)

The questionnaire was realized in the form of six separate Web pages. Each page
contained three elements, two of them being varied according to Table 3. The three
elements are: an image showing the set of compensatory route selection criteria on the
left side (see also Fig. 5a and b), an image visualizing route information at the top of
the page (information design as used in Fig. 1b, c, d), and the list of 26 eliminatory
constraints presented as checkboxes. The design variant in Fig. 7 shows one of the six
combinations, namely four higher-level compensatory criteria together with attribute
information as bar charts (design Bars(4) in Table 3).
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Fig. 7. One of the six user interface designs used for question 3
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Participants were asked to check those eliminatory constraints that they considered
as relevant for defining the best route in accordance with the given set of compensa-
tory criteria on the left and the route information at the top. All six pages were shown
in random order to each participant. Moving back to previous pages was not possible.

4.3 Results

Fig. 8a shows the number of eliminatory constraints that participants selected on av-
erage for each of the six user interface designs. Dotted bars refer to a design with four
higher-level compensatory criteria, whereas bars with horizontal pattern refer to eight
lower-level compensatory criteria.

It can be seen that for all three information designs (bars, map, bars & map) the
number of selected eliminatory constraints is slightly higher for eight than for four
compensatory route selection criteria in correspondence with results from question 2.
Thus the predicted trend for the demand for eliminatory constraints in combination
with higher-level and lower-level compensatory criteria was also observed in con-
junction with context information. However, a Wilcoxon signed rank test reveals that
the differences in each group are not significant at a 95% confidence level.

Selected Constraints for Various Information Types Average
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Information type Compensatory Criteria
(a) (b)

Fig. 8. Demand for eliminatory constraints: With different types of route information and dif-
ferent sets of compensatory benefit criteria (a). Average over all three information types in
connection with four and eight compensatory benefit criteria (b). Differences are not signifi-
cant.

Comparison between different information designs shows that the user interface
design providing the map yields the smallest demand for eliminatory constraints (third
and fourth bar in Fig. 8a). This holds for both levels of compensatory criteria. How-
ever, these differences between the various information designs were also not signifi-
cant at a 95% confidence level. Fig. 8b shows the average demand over all three in-
formation types from Fig. 8a for the set of four and eight compensatory decision
criteria.

When it comes to comparing the need for eliminatory constraints with and without
given context, no clear trend can be found (Fig. 9). This means that in the given de-
signs additional route context did neither decrease nor increase the need for elimina-
tory constraints significantly. The number of selected constraints without context in-
formation (first and third bar in Fig. 9) are derived from the findings in section 3.3,
while the second and fourth bar are taken from Fig. 8b.
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Fig. 9. Demand for eliminatory constraints with and without context information in combina-
tion with four and eight compensatory benefit criteria

A possible interpretation of this result is that the user interface was too overloaded
so that the participants could not take into account the additional context information
when thinking about utilizing additional eliminatory constraints. This in turn means
that the route planner would need to restrict the availability of eliminatory constraints
to relevant constraints only, which are those that affect the set of feasible routes. Only
then would the user be able to grasp all choice options as well as the context informa-
tion provided. Another interpretation of the results is that the provided context infor-
mation was just not detailed enough for the participants to exclude some of the previ-
ously selected eliminatory constraints. As a general conclusion from the results of the
third question we assume that, as long as the user does not know which undesired fea-
tures, such as stairs, are actually part of any route alternative at hand, the user’s will-
ingness to check such constraint is low, as she cannot assess consequences of taking
such action.

5 Conclusions and Future Work

This paper presents results from a survey that focused on three questions about the
need for context information and eliminatory constraints in user interfaces for bicycle
route planners. It could be shown that users feel more comfortable in their preference
statements on compensatory route selection criteria if information about existing route
alternatives is provided, preferably as a route map in combination with attribute bar
charts (question 1). The results of question 2 revealed that the demand on eliminatory
constraints depends on the generality of the compensatory benefit criteria provided in
the user interface. For both sets of benefit criteria tested, more than six avoid criteria
were selected on average. This demonstrates the need for including eliminatory con-
straints in route planning tools in addition to benefit criteria. The last part of the sur-
vey (question 3) showed a tendency of maps to reduce the need for eliminatory con-
straints to a greater extent than the two alternative information designs. However, no
evidence could be found that context information generally affects the user’s demand
for eliminatory constraint functionality. But the same way context information is
helpful when stating preference for compensatory route selection criteria, information
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about “avoid” characteristics that are actually part of the set of available routes will be
a good help for the decision maker in selecting the most useful eliminatory con-
straints.

These conclusions are yet too general to yield guidelines for user interface design
for practical use. However, some tendencies can be derived: Maps should be included
in the user interface of route planners once it comes to preference statements, as maps
contain spatial information which is hard to represent by means of textual or statistical
representation. In addition, eliminatory constraint functionality is useful as it allows
the user to define the set of feasible routes. The choice of selection functions provided
in the user interface should be made with care (by the tool itself), and adapted to the
set of available route alternatives at hand. Dummy functions, which have no effect on
the outcome of the route planner, should be hidden or disabled. One goal of future
work is to examine what the user’s most intuitive sequence of preference statements is
when defining the optimal route, and how the user interface can support this se-
quence. Our assumption is that the user’s cognitive abilities are overstrained when be-
ing asked to make all preference statements at once, which could for example be
avoided through a step-wise refinement process of preference statements. Such proc-
ess includes the use of a hierarchy of compensatory decision criteria, and dynamic se-
lection functionality for given attribute values. A route planner with such functional-
ity would serve as an exploratory, visual decision analysis tool. Another open
question is the impact of user task and time restriction on the preferred representation
of context information. Limited time for route choice may for example lead to prefer-
ence for a user interface that shows maps only and omits route statistics, thus changes
the result of the first study.
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Abstract. Using a technique common in the orientation- specificity literature,
we set up an experimental study in an outdoor setting and used it as the basis
for a parallel study involving a virtual version of that setting. After viewing the
path, participants made a series of directional and scene recognition judgments
involving locations along that path after either being moved directly to the
testing site or being moved there via a circuitous route. At the site, participants
were situated in alignment or counter-alignment with their previous viewing
position. Similarities between performance in real-world and virtual setting
included participants’ use of stable landmarks in both environments and
improvement in performance through repeated testing. In addition, previously
published patterns of performance that signify specific means of achieving
orientation-free performance in this task were not replicated, presumably
because the time-space dimensions of the setting. We concluded that in light
of the similarities and lack of strong differences in results, virtual environments
can be viable options for researchers wishing to eliminate confounding and
nuisance variables that may be present when doing spatial tests in large-scale
spaces.

Keywords: spatial memory, orientation specificity, spatial alignment effects.

1 Spatial Memory in Real-World and Virtual Environments

Outdoor tests of spatial abilities have been used in many instances for many different
purposes. Whether one is interested in distance estimation, route learning, or object
location, tasks placed in outdoor settings are easy to create and carry out. The
placement of spatial tasks in real-world outdoor settings brings with it the
characteristic of rich spatial information that is inherent in the environment, itself.
When we walk outside, we can gather spatial information from nearby landmarks, the
sounds that surround us, and even celestial markers such as the sun and stars.

These factors, while sometimes necessary in everyday navigation, create a problem
when trying to control every aspect of spatial information that a participant in a
research study receives in a task. The absence of complete control that exists when
doing research on spatial abilities in a real-world setting has lead many researchers to
the conclusion that there should be a way to test the same abilities but with more
complete control. The solution that has risen with the creation and advances in
computer technology is the Virtual Environment (VE).

The two main types of VE presentation are desktop systems and immersive-display
systems [4, 6]. Desktop systems are those which display the VE on a fixed computer
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screen. An immersive-display system includes the use of a head-mounted display that
has two small screens show the image as one three-dimensional image and is worn by
the participant like a pair of eyeglasses. Regardless of which system that is used to
display the VE, the interfaces used for movement may involve the keyboard, a
joystick, the computer mouse, or a specialized treadmill device.

1.1 Parallel Real-World and Virtual Environments

One powerful purpose of a VE is to accurately simulate a real-world environment
with complete control over all environmental characteristics. As this is a relatively
new area of research in the spatial domain, there are few studies that have been done
to show the similarities in participant behavior between real-world and virtual
environments.

An early study concerned with comparing behavior in these two types of
environments was done by Witmer, Bailey, and Knerr [14]. It looked at the effects of
VEs on route learning. They were interested in participants’ ability to traverse a route
in a real building after rehearsing the route by one of three methods: VE rehearsal,
building rehearsal, and symbolic rehearsal. The VE group was given a computer-
generated version of the building to practice with before being asked to move through
the real building. The building rehearsal group walked in the real building and was
asked to identify significant locations along their route. The symbolic rehearsal group
verbally rehearsed the directions of the route aloud. Even though the VE group
showed a higher number of errors when reproducing the route, they did show a more
rapid rate of improvement across repeated trials than the other two groups. Their
conclusion was that virtual environments could be used almost as effectively as a real
environment.

In a study by Oman, Shebilske, Richards, Tubré, Beall, and Natapoff [5], three-
dimensional spatial memory was tested in real and virtual settings. Their primary
focus was on how humans can orient to their position even without the presence of
gravity to create a single axis of body rotation and movement. By this, they were
referring specifically to the ability of astronauts to orient to their position within their
spacecraft which makes full use of all three spatial dimensions. Their purpose was to
see if participants could remember the placement of 6 objects located around them
independent of their body’s position. Participants were placed into two groups: a
physical display group and a virtual display group. Participants in the physical display
group sat inside a booth with a computer screen attached to each of the six sides of the
booth. These computer screens displayed the objects with which they were tested. The
virtual display group used a head-mounted display unit for the same purpose as the
computer screens in the physical display group. As the participant moves their head
around, all objects come into view. Participants in both groups were asked to study
the array of objects and then answer questions about the array by determining the
“correctness” of the viewpoint that was presented to them. They found that the
percentage of correct responses and the reaction times of the virtual display group
were similar to, and even slightly better than, the physical display group. They
conclude that, given a real situation that needed the use of all three-dimensions (such
as in the weightlessness of space), similar results would be obtained.

Péruch and Wilson [6] were interested in how active and passive transport would
affect the transfer of spatial information from a VE to a real-world environment. By
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passive transport, they were referring to situations such as the experience of a
passenger of a car during travel. Active transport, then, would refer to the driver who
is actively exploring the environment. Participants were placed into conditions that
allowed either active or passive transport along a route on a college campus. Also, the
effect of virtual and real environments was examined by alternating how the
participants learned and later reproduced the route. Half of the participants learned the
route on a computer-generated version of the campus and then tested along the real
route. The other half learned the route in the real environment and was later tested
using the VE. The results of this study showed that neither type of transport nor type
of learning phase affected the participants’ ability to learn the route. They concluded
that testing in virtual and real environments will point to similar outcomes.

In a very recent study by Waller [13], participants’ ability to navigate in a large-
scale virtual environment was assessed and correlated with self-reports of sense of
direction. The VE was presented as a desktop display showing the exterior of a
“building”. The participant views a “walk” around this building exterior and is then
asked to make judgments as to the overall shape of the building. They were also asked
to point to an unseen landmark located near the virtual building to assess their sense
of direction within the virtual domain. To test sense of direction in the real-world,
participants were asked to point to unseen landmarks located outside of the real
building in which they were taking the test. Results from this study indicated that
mental representations of the familiar real-world environment were correlated almost
as highly with representations of the virtual environment as it did with the self-reports
of sense of direction. It was concluded that VEs can be used as a great tool in testing
spatial memory for large-scale spaces.

1.2 Orientation Factors in Spatial Memory

As Montello et al. [4] pointed out, orientation factors (especially the issue of
orientation-specificity) are theoretically very salient in theoretical considerations of
spatial cognition and, by extension, in evaluations of VE’s. Orientation-specificity is
the idea that a person stores the memory of a path or an object array in the same
direction of which it was learned. If someone does not store the memory in an
orientation-specific manner, it is considered orientation-free. The standard path used
in orientation-specificity studies was first developed in experiments by Presson and
Hazelrigg [7]. This “Presson path” was U-shaped, with a leg on one side that was
longer than the other. Participants were placed into one of three conditions: viewing a
map of the path, looking at the path from a single vantage point, or actually walking
on the path. Participants were asked to either point to the path locations in the same
alignment as in the learning phase or were asked to point to the locations in a contra-
aligned manner. Alignment effects were used to get a measure of orientation
specificity. If a participant is tested in the same orientation in which they learned the
path, they should not show high latencies and errors in pointing. These participants
would not be showing alignment effects. A significantly larger latency in pointing
coupled with higher errors in pointing exhibited by the participants in the contra-
aligned (opposite orientation) condition would indicate an alignment effect. They
found significant alignment effects for the map learning condition but not for the
walking or looking conditions.



70 A. Hutcheson and G.L. Allen

A follow-up study by Presson, DeLange, and Hazelrigg [8] suggested that the size
of the spatial array itself could determine whether performance is orientation
dependent or independent. Small arrays, either maps or small paths, were more likely
to yield orientation-specific performance while larger arrays yielded orientation-free
performance.

Another study showing the orientation-specificity of spatial representations was
Roskos-Ewoldsen, McNamara, Shelton, and Carr [10], who used a room-sized path
like the one described above in a Presson and Hazelrigg [7] study. The participants
were allowed to view a path from a single vantage point. A blindfold was then placed
over their eyes to prevent them from seeing the path during testing. The experimenter
wheeled them around in a cloverleaf formation that intersected the path in order to
properly disorient them. One important result from this study is that when participants
were tested at an off-path location, performance tended to be orientation-specific.

Sholl and Nolin [12] studied the contention that large arrays are necessary but not
sufficient to produce orientation-free performance. They used “Presson Paths” of
varying sizes (with path legs varying in length from 2 ft to 13 ft). They also varied the
angle of the gaze by having some participants sit while studying the path and others
stood up. Alignment effects were present in the small path conditions but not in the
large path conditions. They concluded that large path layouts are necessary for
orientation-free performance. They said that the angle of gaze during the learning
phase must be close to eye level of the participant. Also necessary was the use of on-
path testing. If any of these requirements were violated, orientation-specific
performance was observed.

Orientation-free memory of the type found by previous research could be
accomplished by different processes. In particular, Sholl and Bartels [11]
hypothesized two distinct means of maintaining orientation-free performance. The
first, known as the updating hypothesis, is the idea that a person constantly retrieves
information about their location relative to their body from working memory.
According to this hypothesis, studies using passive transport in a wheelchair did not
disorient the participant when orientation-free performance was found. The second
hypothesis asserts that during passive transport, the participant creates virtual-views
of the path from vantage points that they never actually experienced. This requires
information about the path to be retrieved from long-term memory to form mental
images. This hypothesis explains why orientation-free performance can still be
observed even when the participant is properly disoriented.

Sholl and Bartels [11] completed three experiments to look at these two hypotheses
in a standard path memory task. For the first experiment, participants viewed the path,
were disoriented by passive transport in a cloverleaf trajectory, and then taken to an
off-path test site. Participants were told, “You are at location [x] with location [y] in
[front/back] of you. Point to location [z]”. The second experiment involved either
passively transporting the participant to an on-path test site in a cloverleaf trajectory
or directly from the study site. The pointing instructions were the same as in the first
experiment. The third experiment was identical to the second except that participants
were not told their locations before they were asked to make pointing decisions. They
concluded that the updating hypothesis explains how women form orientation-free
representations because they show strong effects for alignment and the trajectory
taken to the test site. They also conclude that the virtual-views hypothesis sufficiently
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explains how men form orientation-free representations because they do not show
strong effects for alignment or the trajectory taken to the test site.

1.3 Looking for Orientation-Free Memory in Real and Virtual Environments

Research findings pointing to conditions yielding orientation-free representations
suggest the need for additional experiment to replicate and extend such results.
Specifically, it would be useful to replicate the pattern of results leading to the
conclusion that men use virtual views and women use updating to form orientation-
free representations of a path. Accordingly, we set up our first study as a replication
and extension of Experiment 2 in the Sholl and Bartels [11] study. Just as in that
study, our hypothesis was that orientation-free performance would be observed when
participants were tested at an on-path location. Along with having the participants
point to various locations on the path, they were also asked to identify pictures from
novel views. Also, this study took place on an outdoor path rather than an indoor
room-sized path to test generalizability of the Sholl and Bartels [11] findings.

Our predictions were as follows. If men are using virtual-views to form
orientation-free representations, then they would show large alignment effects after
being wheeled directly to test site but not after disorientation process. If women
simply update their location based on their body movements, then they should show
large alignment effects after proper disorienting but not if wheeled directly to test site.
These predictions are summarized in Table 1.

An added feature of this study was the repeated testing of recognition memory for
scenes from the path. Giving the Picture Verification task twice allowed us to see if
working memory was playing a role in orientation-free performance as suggested by
the updating hypothesis. If this were true, participants using updating would show
higher error in picture verification in the second presentation which is immediately
preceded by a short interference task.

Table 1. Expected pattern of results based on Sholl and Bartels [11]

Men Women
0-Turn 3-Turn 0-Turn 3-Turn
Pointing Align < Contra-align Align > Contra- Align < Contra-align Align < Contra-
Error align align
Pointing Align < Contra-align Align > Contra- Align < Contra-align Align < Contra-
Latencies align align

Our plan was to follow this initial study conducted in a real-world environment
with another experiment using the same spatial relations portrayed in a desk-top VE.



72 A. Hutcheson and G.L. Allen

Previous studies have suggested significant differences between learning in real and
virtual environments. For example, Richardson, Montello, & Hegarty [9] found more
accurate orientation when participants were tested when aligned with the original
viewpoint than when contra-aligned with the perspective seen at the beginning of
exploration. Similarly, a number of studies have shown orientation-specificity as
reflected in the speed and accuracy with which viewed scenes versus novel scenes
were verified after learning layout from VEs [1], [2]. Accordingly, we anticipated the
possibility of little evidence of orientation-free memory in the experimental results
from the VE study.

2 Orientation Effects in Memory After in Situ Viewing

2.1 Method

A path very similar to the ones used in previous studies was used in this experiment.
The path was created by placing orange construction cones on a sidewalk. Colored
flags with numbers (1-4) were used to identify the construction cones. Because we
used a preexisting sidewalk, we had to find one that most closely matched the
dimensions of the path used in the previous studies. As can be seen in Figure 1, the
distance between locations 2 and 3 are proportionally larger than those previous paths.
The distances between the path locations were as follows: from 1 to 2 was 33 feet,
from 2 to 3 was 210 feet, and from 3 to 4 was 85 feet.

Participants were volunteers from the participant pool at the University of South
Carolina, who receive research participant credit for their psychology classes. They
fulfilled a course requirement for their participation. A total of 32 participants (16
men, 16 women) were needed. Each participant completed the practice and test trials
on a Dell Latitude CPx laptop computer with a thirteen inch color monitor. The
participant sat approximately sixteen inches away from the screen. All computer trials
were administered using the Superlab software. An “Arrow Dial” was placed to the
right of the computer to be used during the Point to the Location trials. It was
constructed from a mouse pad with an arrow on the top which could be rotated around
a circle of tick-marks like those on a clock. A digital stopwatch was also used to time
the participant in the “Point to the Location” trials.

A plywood desk was attached to the wheelchair to provide a stable place to put the
computer. Extra strength Velcro was used to keep the computer from sliding around
or falling off of the desk. The desk was firmly tied to the armrests of the wheelchair
with thin nylon cord in four locations.

Upon reaching the study site, the participant was tapped on the shoulder as an
instruction to remove the blindfold. From this vantage point, all four path locations
were easily visible. He or she was given approximately 30 seconds to study the path.
At that time, replaced the blindfold and was transported to the test site.

Participants were either taken directly to the test site or were pushed along a three-
turn route very similar to the ones used in the previous orientation-specificity studies.
Also, they were either aligned or contra-aligned when placed at the test site. These
various routes and alignment conditions are shown in Figure 1. The closet-like booth
was then placed around them. They were tapped on the shoulder to indicate that they
could remove the blindfold and begin the test.
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The participants were asked to complete three tasks when they reached the test site.
During the “Picture Verification” task, a direction was presented on the screen that
said, “Imagine that you are standing at location [x] facing [y]. Is this what you would
see?”. After pressing the space bar, a picture was presented that showed the location
that they should be facing (from the directions given) but they were either taken from
the correct standing location or from one of the other two locations. Each picture was
presented two times to allow both a “Yes” response and a “No” response for a total of
24 responses. This task was presented at both the beginning of the test and at the end
to determine if there was any decay of the information.

The “Point to Location” task included questions very similar to those in the Picture
Verification task except the participant was asked to point to a third location using the
Arrow Dial to the right of the computer. For instance, the direction would say, “You are
standing at location [x] with location [y] in front of you. Point to location [z].” The
responses on the Arrow Dial and the time from presentation of the direction to the
completion of response were recorded. There were a total of 12 responses for this task.

The third task was a simple interference task used to potentially take up space in
working memory. This task asked the participant to help a cartoon car arrive at a
garage by using the same “Yes” and “No” responses. The interference task was
placed in the middle of the test.
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Fig. 1. Circles on the indicated path show locations of the four landmarks; lines with arrows
show the path of travel from the study site to the test site for the zero-turn (top two panels) and
three-turn (bottom two panels) conditions and for the aligned (left two panels) and misaligned
testing conditions. The “X” represents the location of the path study site. The “T" represents
the site used for testing.
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2.2 Results

2.2.1 Picture Verification Task

A 2 (sex of participant) x 2 (order of tasks) x 2 (alignment condition) x 2 (number of
turns during transport) x 2 (repeated tests) ANOV A with four participants per cell was
performed on the number of incorrect responses in the Picture Verification Task. This
analysis yielded a main effect for sex of participant (across first and second
presentations of pictures), F(1, 16) = 6.55, p < .05, n> = .29, as well as significant
interactions involving sex of participant X alignment, F (1, 16) = 13.82, p < .01, 1’ =
46, alignment X order, F(1, 16) = 6.06, p < .05, n2 = .29, and sex X alignment X
order, F(1, 16) = 6.60, p < .05, n* = 27. No other significant main effects or
interactions were found including the repeated testing of picture verification.

Post-hoc comparisons (p < .05) showed no order effect for men; they consistently
performed with lower error when aligned than when contra-aligned regardless of
which task came first. In contrast, task order affected women’s errors. When Picture
Identification came first, no alignment effect was observed, and level of accuracy was
similar to that of men who were contra-aligned. When the pointing task came first,
however, picture identification was adversely affected with alignment but not with
misalignment (see Figure 2).

Picture Identification Error
25
» 20 A
s
uw 15
k]
8 10 4
[5
3
0 : : :
Q A Q 3
NG A M AN
& & & &
A A A A A A
'\\Q&\QJ '\\Oﬁ\e 00& 00& '\\<§ \\QQ OOQ OOQ
\s A A \a \a A
rb@ﬂ rbeﬂ @(b@ @(b@ &eﬂ rbq,« &Q &Q
W PSP ) &
& & 4 4

Fig. 2. Errors in the Picture Verification Task for men and women when they were aligned with
the viewing site and contra-aligned during testing. Order (A) involved the Picture Verification
Task prior to the Pointing Task; order (B) involved the Pointing Task prior to the Picture
Verification Task.

A set of planned pair-wise comparisons (p < .05) was conducted based on the sex
X alignment X turn interaction found in the Sholl and Bartels [11] study and there
were significant differences between two sets of groups: males who were aligned, 0-
turn differed from females who were aligned, 3-turn and males who were aligned, 3-
turn differed from females who were aligned, 3-turn.
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A 2 (sex of participant) x 2 (order of tasks) x 2 (alignment condition) x 2 (number
of turns during transport) x 2 (repeated tests) ANOVA with four participants per cell
was performed on picture verification latency. The analysis yielded only one main
effect, which was of repeated testing, F(1, 16) = 75.91, p < .01, n2 = .83. No other
main effects or interactions were found to be significant. This finding indicates that
participants were faster in the second presentation of the pictures than in the first.

2.2.2 Pointing Task

A 2 (sex of participant) x 2 (order of tasks) x 2 (alignment condition) x 2 (number of
turns during transport) ANOVA with four participants per cell was performed on
absolute pointing error. This analysis yielded significant interactions for sex X
alignment, F(1, 16) =7.90, p < .01, n2= .33, and sex X order, F(1, 16) = 10.95, p <
.01, n2 = .41. There were no significant main effects and none of the other interactions
was significant. Post-hoc comparisons (p < .05) showed that pointing error was less
for aligned men than for contra-aligned men, but it was greater for aligned women
than for contra-aligned women (see Figure 3).
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Fig. 3. Error was less for men when aligned than when contra-aligned but greater for women
when aligned than when contra-aligned

A set of planned pair-wise comparisons (p < .05) was conducted based on the sex
X alignment X turn interaction found in the Sholl and Bartels [11] study, and there
were no significant differences between means.

A 2 (sex of participant) x 2 (order of tasks) x 2 (alignment condition) x 2 (number
of turns during transport) ANOVA with four participants per cell was performed on
pointing latency. There was a significant main effect of sex of participant, F(1, 16) =
13.51, p< .01, n2= .46, and a significant sex X alignment interaction, F(1, 16) = 5.50,
p < .05, 1> = .26. There were no other significant main effects or interactions.
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The main effect of sex showed that males performed significantly faster than
females. Post-hoc comparisons showed that men’s latencies were shorter than
women’s when testing was aligned with viewing, but there was no difference when
testing was contra-aligned with viewing (see Figure 4).

A set of planned pair-wise comparisons (p < .05) was conducted based on the sex
X alignment X turn interaction found in the Sholl and Bartels [11] study and found
that only the males who were aligned, O-turn differed significantly from the females
who were aligned, 3-turn.
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Fig. 4. Pointing latencies for men were quicker than those for women when the viewing sites
and testing sites were aligned but not when they were contra-aligned

2.3 Discussion

Some of our findings were easily interpreted. The main effect of sex in the picture
verification task showed that men made significantly fewer errors than did women
overall. This was consistent with the male superiority shown in Sholl and Bartels’s
[11] results with pointing responses. Also, it was not surprising was that participants
made more errors during the first presentation of the picture task than in the second
presentation. Evidently, they benefited from having extra exposure to the stimuli and
possibly from completion of the intervening pointing task. The intervening task
designed to disrupt working memory had no apparent detrimental effect on
performance.

Much more difficult to interpret were results involving women’s performance with
misaligned testing conditions. Men who were aligned with the study perspective
during testing generally showed better recognition, less pointing error, and quicker
pointing responses than did women who were aligned. They also showed more
accurate pointing than did other men who were contra-aligned, an evident sign of
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orientation-specificity in the spatial representation. The story was different with
women. They showed superior pointing performance when they were contra-aligned
and superior picture verification when contra-aligned, given that they had done the
pointing task preceding the picture verification task. As Montello, Hegarty,
Richardson, & Waller [4] pointed out, if the circuitous route disoriented participants,
then a finding of no difference between aligned and contra-aligned testing would be
expect. However, no known theory-based explanation would predict superior
performance in a contra-aligned position. Although we have no definitive
interpretation for this difference, we speculate based on some informal feedback that
women used information from the test photographs themselves in an attempt to
maintain orientation. Information in the photos may have provided stable landmarks
that could be used in orienting. Previous studies on sex differences have shown that
women tend to use landmarks more than do men in wayfinding tasks [3]. Perhaps the
men in this study made less use of contextual features in the environment and focused
more exclusively on the task path and targets.

The results obtained from this study did not parallel those from Sholl and Bartels’s
[11] Experiment 2. Whether this lack of correspondence was due simply to the space-
time scale involved with our larger setting or to some other procedural difference
cannot be determined from the results. Nevertheless, our results could not be used to
differentiate between types of orientation-free representations.

3 Orientation Effects in Memory After Virtual Viewing

3.1 Method

The path that the participants viewed was a panoramic picture taken of the original
path used in Experiment 1. This picture was taken on the same day that the pictures
used for the Picture Verification Task were taken. Also, the panoramic picture that
was used for the “study site” in Experiment 2 was taken from the same location that
served as the study site for Experiment 1.

Participants completed this experiment on a Dell Latitude CPx computer and sat
approximately sixteen inches away from the monitor. To recreate the transportation
from the study site to the test site, we placed a blind fold over the participants’ eyes
and told them to imagine being pushed in the wheelchair in this environment. Just as
in Experiment 1, the “Picture Verification” Task and “Point to the Locations” Task
were given using the Superlab software.

During the procedure, the “study site” was presented on the screen, and
participants were instructed to study the path for approximately 30 seconds. When
they had committed the path to memory, the imagined transport to the test site began.
The experimenter actually rotated the participant’s chair in accordance to the actual
transport conditions. The most important aspect of the procedure was that the time
that elapsed between the study and test phases was the same as in Experiment 1: 1
minute for O-turn condition and 4 minutes for 3-turn condition. After transport ended
at a desk placed at the test site, the Superlab program began and the participant
completed the same tasks as in Experiment 1.
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3.2 Results

3.2.1 Picture Verification Task
A 2 (sex of participant) x 2 (order of tasks) x 2 (alignment condition) x 2 (number of
turns during transport) x 2 (repeated tests) ANOV A with four participants per cell was
performed on the number of incorrect responses out of 48 possible. Results showed a
main effect for repeated testing, F(1, 32) = 7.85, p < .05, n* = .20, and a significant
three-way interaction involving sex X order X repeated testing, F(1, 32) = 4.26, p <
.05, 1>= .12 . No other significant main effects or interactions were found. The means
involved in the main effect for repeated testing showed that participants made fewer
errors after the second presentation than after the first presentation.  Post-hoc
comparisons (p < .05) performed on the means involved in the three-way interaction
further showed that men’s error decreased from the first to the second administration
of the Picture Verification Task regardless of task order but that women’s error
decreased from the first to the second administration of the task only when the
Pointing Task was administered first (see Figure 5).

A set of planned pair-wise comparisons (p < .05) was conducted based on the sex
X alignment X turn interaction found in the Sholl and Bartels [11] study, and these
revealed no significant differences between means.

Picture Identification Error

Number of Errors
w

Fig. 5. Men’s errors in the Picture Verification Task were unaffected by task order, while
women’s errors improved if the Pointing Task were administered first but not if the Picture
Verification Task were administered first

A 2 (sex of participant) x 2 (order of tasks) x 2 (alignment condition) x 2 (number
of turns during transport) x 2 (repeated tests) ANOVA with four participants per cell
was performed on picture verification latency. The analysis yielded a significant main
effect of repeated testing, F(1, 32) = 138.63, p < .01, n* = .81. This shows that the
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participants were significantly faster for the second presentation (2.65 seconds) than
for the first presentation (4.44). This analysis also yielded significant interactions for
alignment X repeated tests, F(1, 32) =4.36, p < .05, n2 = .12, and alignment X turn X
order, F(1, 32) =4.99, p < .05, n2 = .14. These interactions were subsumed by the
interaction of alignment X turn X order x repeated tests, F(1, 32) =5.38, p < .05, n2 =
.14. No other interactions or main effects were significant.

The simplest way to explicate the complicated four-way interaction is to look at the
shortest and longest latencies for the groups. The shortest latency was found during
the second picture verification trial for the group that was contra-aligned, had O-turns,
and did the Pointing Task first (2.05 seconds). The longest latency was found during
the first picture verification trial for the group that was aligned, had O-turns, and did
the Pointing Task first (6.46 seconds). This was the only significant mean difference
in the pair-wise comparison of means. In no instance was it the case that the second
picture verification trial showed a longer latency than the first. Alignment and
repeated testing drove this interaction. Post-hoc pair-wise comparisons (p < .05) were
performed on the alignment X turn X order interaction. The only significant
difference that was found was between the group that was aligned, O-turn, and
performed the pointing task first (5.02 seconds) and the group that was contra-
aligned, O-turn, and performed the point task first (2.67 seconds).

A set of planned pair-wise comparisons (p < .05) was conducted based on the sex
X alignment X turn interaction found in the Sholl and Bartels [11] study, and these
revealed no significant differences between means.

3.2.2 Pointing Task

A 2 (sex of participant) x 2 (order of tasks) x 2 (alignment condition) x 2 (number of
turns during transport) ANOVA with four participants per cell was performed on
absolute pointing error. A main effect of alignment was found for pointing error, F(1,
32) = 4.36, p < .05, n* =.12. The aligned group has significantly less error (27.08°)
than the contra-aligned group (53.3°). No other main effects or interactions were
found.

A set of planned pair-wise comparisons (p < .05) was conducted based on the sex
X alignment X turn interaction found in the Sholl and Bartels [11] study, and there
were no significant differences between means.

A 2 (sex of participant) x 2 (order of tasks) x 2 (alignment condition) x 2 (number
of turns during transport) ANOVA with four participants per cell was performed on
pointing latency. A significant interaction was found for alignment X turn X order,
F(1,32)=5.96, p < .05, n2 =.16. Post-hoc pair-wise comparisons (p < .05) showed
the source of the interaction was the greater latencies for the group that was contra-
aligned, had O-turns, and did Picture Verification first (12.8 seconds). This mean was
greater than the comparable mean for any other group.

A set of planned pair-wise comparisons (p < .05) was conducted based on the sex
X alignment X turn interaction found in the Sholl and Bartels [11] study, and there
were no significant differences between means.

3.3 Discussion

Just as in Experiment 1, error in identifying pictures was significantly higher for the
first presentation of pictures than for the second. Again, it appeared that the
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participants benefited from just seeing the task photographs a second time, a result
borne out in the latency data, as well. There was a minor exception to this
generalization about improved performance. Women who saw the pictures after first
doing the pointing task showed no improvement in performance with repeated testing.
Thus, for women, doing the pointing task between the two administrations of the
picture verification task rather than before them made a difference. The lack of
difference for the women who first did the pointing task, however, did not really
support the idea that the working memory task intervening between the two picture
verification sets had a severely detrimental influence.

For pointing error (measured in degrees), there was a main effect of alignment. The
participants who are in the aligned condition had significantly less error than the
participants in the contra-aligned condition. This is consistent with the view that
participants should show more error in the contra-aligned condition because they have
to “flip” their mental representation of the path in order to point to the locations. The
latency data was consistent with this interpretation to an extent. The aligned, O-turn
group showed the shortest latency while the contra-aligned, O-turn group showed the
longest. These findings support the idea of orientation-specificity in the underlying
spatial representation.

With respect to the patterns of behavior differentiating between virtual views and
spatial updating as sources of orientation-free representations, the results of this study
were similar to those of Experiment 1. The pattern of behavior reflecting orientation-
free memory for men and women in Sholl & Bartels [11] study was not found. Again,
we cannot say if the chief factor for this outcome was the larger time-space setting
involved in the procedure, but it seems a reasonable account.

4 Conclusion

Our purpose in conducting these studies was to examine similarities and contrasts in
orientation effects seen in memory for spatial layouts under regular viewing
conditions and under desk-top VE conditions. Our primary vehicle was to look for
patterns of behavior that are consistent with previously published means of attaining
orientation-free representations, specifically, virtual views and updating proposed by
Sholl and Bartels [11]. Unfortunately, results from neither of our studies revealed
evidence of these strategies or means for storing such information. We speculate that
the most likely reason for this outcome is the scale of time-space involved. Sholl and
Bartels’s [11] studies involved a pathway laid out in an indoor laboratory space. Our
studies presented the spatial information in a considerably larger outdoor context.
Accordingly, the memory demands in terms of encoding the distance and direction
relations involved, inhibiting attention to environmental information outside the task,
and maintaining the information from viewing site to test site were more substantial in
our study. At this point, we will begin a more systematic study of these potential
differences to narrow down the possibilities.

More generally, our results suggest some generalizations that cut across real-world
and virtual experience. Obviously, despite some subtleties, alignment makes a
difference, and thus we have some notion that consistency of orientation is influential
and beneficial under actual and virtual circumstances [2, 4]. In linking these studies,
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however, care must be taken with interpretation. The “acid test” for the view-
dependent form of orientation-dependent spatial representation reported in Christou
and Biilthoff [2] involves faster recognition of scenes actually viewed within the VE
rather than for veridical scenes not seen. Similarly, in Richardson et al. [9] is was
alignment with original point of view prior to exploration. Our inferences regarding
orientation-dependent performance is more similar to that of Richardson et al [9] in
the sense that they are based on quicker and more accurate performance with aligned
than with contra-aligned testing. When we compare our method with that of Christou
and Biilthoff [2], we conclude that almost most, if not all, of the testing views in our
study were novel in terms of egocentric viewing experience. Yet alignment had its
influence.

It is not clear that alignment effects in our study were more pervasive with virtual
experience than in situ as could well have been anticipated because of the limited
field of view. In addition, our results make it very clear that cognitive context can
have a substantial impact on orientation performance as assessed by pointing tasks
and picture recognition tasks. In particular, results from both studies showed a degree
of sensitivity to task order. In general, recognition memory tended to be more valid if
an initial recognition memory test preceded, rather than followed, a test of directional
knowledge requiring pointing.

As far as differences between actual and virtual experience were concerned, they
appear to be rather subtle. The most apparent of these effects involved sex-related
differences, especially a novel finding involving women’s performance in the contra-
aligned condition after actually viewing the environment. No such outcome was
observed in the study of virtual experience. Subsequent replication is needed to
validate the finding in actual spaces, but if it does appear to be consistent, we suggest
looking at attentional differences between men and women in such tasks. We believe
that attention to landmark information in the task setting that is not central to the task
may differentiate men and women to some extent when orientation tasks are
presented in real-world outdoor settings.
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Abstract. Shortest path problems are simple yet rich in applications in many
areas including spatial information theory and geographic information science.
Though they explicitly or implicitly involve some object that travels in a given
network, existing algorithms and applications tend to focus only on geometric
properties of the network (e.g. arc length and connectivity), and overlook
physical properties of the object (e.g. velocity and acceleration) which may not
be constant during a trip. This paper introduces a physical perspective to
shortest path search by enforcing laws of motion, to enhance the estimation of
travel times and the search for optimal paths with respect to physical quantities
rather than socio-economic values.

1 Introduction

Network is a widely used geometric model for spatial information. In general a
network represents connectivity (with arcs) and degrees of separation (with numerical
weights) between things (with nodes). Complexity can be increased in an open-ended
manner by assigning additional attributes to arcs and nodes and/or by introducing
artificial arcs and nodes.

As with the structures of networks, the kinds of questions and problems concerning
networks are many. Of all, shortest path problems are among the most discussed
network problems in the literature and practice. A shortest path problem, in its purest
form, searches for a sequence of arcs connecting two specified nodes of a network
that minimizes the total arc weight. Different and/or additional requirements make
many possible variations. Fastest paths, least (monetary) cost paths, and “‘simplest
paths” [5, 16] are such examples. While these problems are valuable on their own, it
is also important to note that they frequently appear as a subproblem of larger and
more complex network analyses such as location-allocation, districting, and traffic
assignment.

A shortest path problem can be seen as a purely geometric problem if a given
network has fixed topology and metrics. This is the case when the concept of time is
left out and arc weights are assumed not to change with time. If the problem is
considered in a more realistic setting, however, the weight of each arc may need to be
expressed as a function of time to reflect changing network conditions (e.g. traffic
volume). Such “dynamic” shortest path problems have recently gained increasing
attention [2, 4, 8, 10, 13, 14, 17].

The temporal dimension certainly adds more realism to shortest path problems. It,
however, introduces another, possibly more intricate, issue. That is, to model truly
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dynamic network phenomena, not (just) networks but objects passing through them
(e.g. people and vehicles) should be treated in a time-dependent manner. This implies
that the motion of an individual object should be explicitly described and taken into
account in search of paths. Such an approach supports an emerging spatial analysis
paradigm, “time geography” [9] and “people-based representation” [12], that focuses
on individuals’ spatial behaviors rather than their aggregates.

The individual’s microscopic motion is not easy to capture with preset arc
attributes. Consider a street network model as an example. To avoid having a vehicle
“jump” from node to node, one may assume that it cruises at a uniform speed within
each arc and changes its speed instantaneously at each node (if no other information is
available). Then is it fair to say that a path with one large turn and a path with many
small turns take the same amount of time and effort to travel, just because their total
lengths are equal? This particular problem might be partially resolved by imposing
some extra weight on each successive arc pair as a turn penalty; then all arc (and arc
pair) weights are fixed values or functions. In theory, however, if a vehicle takes
different routes, it might enter even the same arc at different speeds and thus traverse
that arc in different times because it can accelerate. The problem then comes down to
that such fixed weights would contradict physical laws of motion.

This does not suggest that existing geometric (rather than physical) approaches be
abandoned. On the contrary, it is usually reasonable to assume that the time taken by
an object to reach an intended speed is negligible compared with other factors. This
assumption significantly reduces computational complexity. Nevertheless, there are
cases where explicit physical considerations make nontrivial impact on shortest path
search. They include cycling in a hilly winding topography, driving an emergency
vehicle in a city, and flying with a limited amount of fuel. These require stricter
assumptions of moving objects, which allow for acceleration, force, energy, and other
physical quantities.

The present paper does not intend to exhaust all physical (or even Newtonian)
effects, but aims to illustrate their relevance to network analyses by dealing with one
simple problem. It is a fastest path problem for a single object subject to external
forces in a static network. For simplicity, we assume that the object is a zero-
dimensional particle as assumed in most elementary physics.

The rest of the paper is organized as follows. Section 2 reviews concepts of
networks. Section 3 discusses both social and physical factors that might constrain
motion in networks. Section 4 models a shortest path problem with physical
constraints. Section 5 discusses possible extensions. Section 6 concludes the paper.

2 Networks

We begin with introducing basic concepts of networks, and then review two special
kinds of networks useful for later discussions: one with turn penalties and the other
with time-dependent arc weights.

2.1 Elements of a Network

A network G=(N,A) is a mathematical structure that consists of a set N of nodes (or
vertices) and a set A of pairs of distinct nodes called arcs (or edges). These elements
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are typically associated with real numbers, often referred to as weights. Arc (i) is
said to be directed if it is distinguished from arc (j,i); undirected, otherwise. A
network with directed (resp. undirected) arcs is called a directed (resp. undirected)
network. Throughout this paper, networks are assumed to be directed. This does not
lose generality since any undirected network can be converted to a directed network
by replacing each undirected arc with two directed arcs of opposite directions.

There are a variety of spatial phenomena whose underlying structures are
effectively modeled by networks. Examples include traffic, water, and
communication flows. The arrangement of arcs and nodes, together with their
weights, determines where and how things can move. In a typical street network, for
example, a node represents an intersection, and an arc represents a street segment
between two intersections. The weight of an arc may indicate the time it takes to
traverse that arc, while the weight of a node may indicate the time it takes to cross
that node.

2.2 Networks with Turn Penalties

Unlike those weights associated with single arcs, weights relating to multiple arcs
generally require more careful treatment. One such example is found when turning
from one arc to another is penalized with some extra weight, e.g. due to traffic lights.
Since classical shortest path algorithms (such as Dijkstra’s) do not assume these turn
penalties, many alternative procedures have been developed [e.g. 3, 6, 11, 16, 18].
One of the oldest yet still effective approaches is to convert a network with turn
penalties into one with no such penalties. This can be done in the following manner.
First, modify a given network G by adding an artificial node (say node 0) and an
artificial arc with no weight from node O to a chosen source node. Then, construct a
new network G* by making a node for each arc of G and an arc for each turnable pair
of arcs of G. The weight of each arc of G* is set to the associated turn penalty plus the
weight of the second arc of the corresponding arc pair of G. The derived network is
called “pseudo-network* [3] or “pseudo-dual graph” [16].

Fig. 1 illustrates an example. The network on the left taxes some penalty (reported
in the middle table) on each turn, in addition to arc weights. Given node 1 as the
source node, the corresponding pseudo-network (on the right) summarizes
information on both the arc weights and turn penalties of the original network,
without assist of the turn penalty table.

From To Penalty
(1,2) (2,3)
(1,2) 2,4)
(1,3) (3,2)
(1,3) 3,4)
(2,3) (3,2)
2,3) 3.4
3,2) 24
(3,2) (2,3)

8 O] = — 1

Fig. 1. A network with turn penalties and its pseudo-network
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2.3 Time-Dependent Networks

Arc weights may change over time. Networks with such time-varying weights are
often referred to as time-dependent networks or dynamic networks, and associated
problems tend to be more difficult to analyze than static counterparts. If weights are
assumed to change only at a limited set of discrete times, however, a dynamic
network can be transformed into a “time-expanded network™ [1] which has a static
form. Given a dynamic network G and a set T of times to be considered, a time-
expanded network G** can be constructed in the following manner. First, make a
node (i,s) for each node i of G and each time s of 7. Then, make an arc ((i,s),(j,7)) if
the following condition is met: If arc (i,j) of G is entered at time s, it will be exited at
time 7. The weight of each arc ((i,s),(j,f)) of G** is often given as a function of s. If it
represents the travel time, it equals 7 —s.

Fig. 2 shows an example. The network on the top is time-dependent, as the two
numbers beside each arc indicate its travel time when being entered before time 2
(inclusive) and that for after time 3 (inclusive), respectively. In the time-expanded
form (on the bottom), each node points to a node of the original network and tells
when it is entered (which is limited to O to 7 in this case, but can be extended as long
as needed), and arc weights as travel times are implied by their corresponding time
intervals. The present dynamic network does not allow waiting at any node and then
the time-expanded network does not posses the “first-in-first-out (FIFO) property”
[15] which could be exploited for efficient shortest path algorithms. It, however,
contains no directed cycles so that the search for a shortest path—with respect to
time—is still trivial. For instance, if one starts at node 1 at time 2, one can reach node
4 as early as at time 4 by taking path 1-2-4 in the original network (which corresponds
to path (1,2)-(2,3)-(4,4) in the expanded network).

Fig. 2. Time-dependent network and its time-expanded form
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3 Constraints on Motion in Networks

When an object travels in a network, its motion is limited in many ways. Though
different constraints are employed in different circumstances, many of them fall in
two general classes: social and physical.

3.1 Social Constraints

In most real networks, objects are not free to move anywhere and anyway they could.
To see it, consider a street network again. One-way streets must not be entered from
the wrong direction. Left turns are often prohibited at busy intersections. There are
speed limits on almost all roads. And red lights say stop. Aware or not, there are many
more rules the driver is supposed to observe on the streets. These constraints are
social in the sense that network travelers may be capable to go against/beyond them
but agree not to do so. Many of the existing network analysis tools are good at
implementing social constraints like those traffic regulations.

3.2 Physical Constraints

While there are artificial or social conventions that restrain objects from certain
behaviors, there are natural or physical principles that dictate how objects move (or
do not move). Even a reckless driver brakes before turning a corner—or skids off the
road. Hill climbing is slow and takes a good deal of energy. And of course a car stops
when it runs out of gas. As such, physical constraints are more universal—though
they need adaptations for different applications [7]—since no object with mass can
escape their influence.

If we limit our scope to the geographic scale, these constraints are largely governed
by Newton’s laws of motion. The first of his laws states that an object remains at rest
or in uniform motion in a straight line if no external force acts on it. According to the
second law, an unbalanced force causes an object to accelerate in the direction of the
force and by the magnitude of the force divided by the object’s mass. Letting a scalar
m denote the mass of the object, a vector F the force exerted to the object, and a
vector x the location of the object as a function of time #, the following equation
encapsulates the second law.

d’x F (D

Finally Newton’s third law of motion says that if an object A exerts a force on an
object B then the object B exerts a force of the same magnitude but in the opposite
direction on the object A.

Currently few applications of shortest path problems explicitly enforce these laws.
Still it seems possible to approximate how an object may progress in a network over
time. For example, an object’s average speed within an arc is given by the ratio
between the length and travel time assigned to that arc, and its moving direction is
implied by the direction of that arc. While these two physical quantities (or
collectively referred to as velocity) help keep track of an object following a known
path, they are seldom utilized for finding an optimal path. Shortest paths with respect
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to time, however, should be affected at least by how fast and in which direction the
object is about to move at the origin.

Acceleration has been even less relevant to shortest path problems. In most cases,
intra-arc motions are ignored or assumed to be uniform. In practice, however, an
object needs to adjust its velocity for a certain movement, which, in turn, affects the
travel time of each arc. This is easy to see from a model of a car race where there are
many different lap times for one possible (thus shortest) path.

Further less discussed are forces. It is often taken for granted that a network
traveler just moves at the pace indicated by each arc weight, without being concerned
with what actually makes it move. As described earlier, an object accelerates only if
an unbalanced force is applied. Even while an object maintains a constant velocity, it
usually needs some force to beat friction and gravity. Thus it is important to beware
what forces might act on an object and how they might affect its motion in a network.

4 Modeling Shortest Path Problems with Physical Constraints

We have seen that some physical constraints are understood as consequences of the
forces acting on an object. They are here taken into account in addressing a shortest
path problem. The problem is considered in a small grid network illustrated in Fig. 3,
where a small particle-like object is to travel from node 1 to node 6.

2 N\ 2 »
2 J< >( 4 )< (6
2 2
1 1]]1 1|1
1 2 >3 2 > 5
e >\ 3 )< Lt
2 ~ 2

Fig. 3. A grid network. Associated with each arc is its fixed length.

We limit our scope to a relatively simple (yet illustrative) situation by making the
following assumptions on the network and the object.

- The mass of the object is constant.

- The object is initially at rest.

- The object is driven only by pushes (parallel to arcs), frictional forces, and
gravitational forces (perpendicular to the plane the network is embedded in).

- The object may be pushed in any direction, but with a limited magnitude.

- Given a normal force between the object and any arc, the magnitude of the
resulting frictional force is constant (regardless of the object’s motion) and
proportional to the normal force.

The following notation is used throughout this section.
g: gravitational coefficient
L coefficient of friction between the object and any arc
m: mass of the object
f: magnitude of the maximum push applicable to the object
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4.1 Shortest Paths to Fastest Paths

In the given network it is trivial to find paths with minimum length. If the length of a
path is defined as the sum of the lengths of the arcs in the path, any path from node 1
to node 6 consisting of one vertical arc and two horizontal arcs (e.g. path 1-3-4-6) is a
shortest path with a length of 5. If a uniform penalty, say 1, is assigned to each turn,
there are two shortest paths (i.e. path 1-2-4-6 and path 1-3-5-6) with a length of 6.

Then which path takes the least amount of time to pass through? If the travel time
of each arc were proportional to its length, a “fastest” path would be one of those
“shortest” paths mentioned above. Under the influence of forces (which cause
acceleration), however, the travel time of each arc is not an intrinsic property of it, but
depends on how the object moves within it. This differentiates fastest paths from
shortest paths. For example, set the variables g, x, m, and f to 10, 0.1, 1, and 3,
respectively. Then, according to our assumptions and Newton’s laws, the fastest path
is 1-2-4-6 with a travel time of 2++/3/2 (=3.22), followed by path 1-3-5-6 with a
travel time of 1+\/€ (=3.45), and the third fastest path is 1-3-4-6 with a travel time
of \E +\/§ ++/3/2 (=4.37). While the winding shape of third fastest path apparently
causes delays, the two fastest paths have the same geometric structure yet their travel
times are different. This is intuitively explained as follows. The fastest path permits
the object to continue to accelerate down the long stretch 2-4-6, but the second fastest
path does not allow it to take the same advantage of the equally long stretch 1-3-5
because a complete stop is necessary to make a 90-degree turn at node 5.

As such, it is, in principle, possible to find a fastest path by enumerating all paths
and computing their travel times. This is, however, practically prohibited since there
could be an exceedingly large number of possible paths. Thus we will seek to design
an approximation procedure in subsequent subsections. To do so, we first evaluate
how arc travel time is affected by acceleration.

4.2 Arc Travel Time as a Function of Entering Velocity and Exiting Velocity

In theory, how long it takes the object to travel an arc depends on its initial velocity
and its acceleration. And certainly the object can minimize the travel time by moving
with its full acceleration all the way.
To formulate this, assume that the object enters an arc (i,j) at time 0 and let
x;: length of arc (i,j)
#;: time at which the object reaches node j
v;: speed of the object at node i
v;: speed of the object at node j
a’: magnitude of the maximum acceleration of the object in the direction of arc (i,)
The following equations then describe: if the object starts with the speed v; and
moves with the constant acceleration a* (both in the direction of arc (i,j)), it will reach
the speed v; and have traveled as far as x;; at time ;.

— +
v, =v,+a’t, 2

3)

x; =V, +§a+tf
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By solving these for v; and #;, we obtain

v, :1/",-2 +2a+xl.j S
. :—V,-+1,V,~2+2f1+x,~j o)

J a+

The formula (5) gives the (minimum) travel time of arc (i,j) when the objects enters
the arc at a specified speed in the direction of the arc.

Here notice that unless v; is zero, the direction of motion of the object at j is that of
arc (i,j). In other words, to make a 90-degree or U-turn at node j, the object needs to
slow down to stop at node j. There may be a more general case where the object is
required to achieve a certain speed on the arrival at node j to make particular motions.

This additional constraint prevents the object from using the maximum
acceleration throughout. Instead, the object must change from acceleration to
deceleration (i.e. acceleration in the opposite direction) at an intermediate point p of
arc (i,j) to achieve the required speed at node j.

To describe this formally, add the following variables to those already defined.

X;p: distance between node i and point p
t, : time at which the object reaches point p (assuming it leaves the node i at time 0)
v,: speed of the object at point p

a” : magnitude of the maximum acceleration of the object in the opposite direction of
arc (i)
Then, similarly to the previous case

v, =V, +a+tp (6)

X, =vi, +%a+tp2 )
v,=v,—a (t;—1,) €]
&)

1 2
Xy =X =V, (1 _tp)_Ea (t;=1,)

For this system of equations to be consistent, the acceleration in both directions must
. + ij_viz - Viz_ij . .
be great enough (i.e. a° 2——— and a~ 2———) to achieve the required
2x; 2x;
speed at node j. If this condition is satisfied, the system is solved for x;,, v,, #,, and

ip>
as

vj2 —vi2 +2a_xl.j (10)
PR S S—— N
v 2(a” +a”)
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. \/(fvjz +a_vl.2 +2a"a x; (11)
4 a"+a
\/(aJr +a’)(a+vj2 -i—cfv,.2 + 2a+a’xl.j) —(a" +a )y, (12)
P at(@a +a)
\/(a+ —Hf)((fvj2 +cfvl.2 +2a+a7xij) —a+vj —av, (13)
a ata”

The formula (13) gives the (minimum) travel time of arc (i,j) when the objects enters
and exits the arc at respective specified speeds in the direction of the arc.

Finally we compute a* and a~. Assuming that no arc is inclined, only pushes and
frictional forces contribute to the object’s acceleration. Therefore, according to
Newton’s second law

a” =(f~umg)/m (14)
a” =(f +pmg)/m (15)

4.3 Network Expansion with Speeds

Arc travel times have been expressed as a continuous function of entering and
existing velocities. Other than enumeration of all paths, there seems no easy
procedure for finding an exact fastest path in a network with such a property. So we
will attempt to discretize this function to create an ordinary network that
approximates the motion-dependent network. To do so, we first construct a pseudo-
network to resolve directions and then “expand” it with a limited number of allowable
speeds at each node. The procedure is as follows.

Let N and A denote the sets of nodes and arcs of a given network G, respectively,
and S be a set of at-node speeds to be considered, and assume that each arc (i,j) in A
has been assigned a length x;>0. Then construct a network G** in the following
procedure.

1. Construct a pseudo-network G*=(N*,A*) of a given network G.
2. Make a node in G** for each node (i, j)e N * and each speed s; € S . Let (i,),5))

denote this node.

3. Make an arc in G** for each pair of nodes (h,i,s;) and (i,j,s;) and denote it by
((h,i,sy), (iy,s)) if the following condition holds: If the object under consideration
enters arc (i,j) of G at speed s; of S in the direction of the arc, it can exit the arc at
speed s;. To verify this, use the formulas (13), (14), and (15). If true, record the
minimum travel time obtained as the weight of arc ((h,i,s), (i,j.s))).

We refer to the resulting network as a “speed-expanded network,” which is similar to
the time-expanded network except that speeds have replaced times.
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For example, consider the network of Fig. 3 and let S be {0, 1, 2, 3, 4}. Then we
have a speed-expanded network with 75 nodes—as the original network G contains
14 arcs (plus one artificial arc). Assuming that the variables g, x, m, and f remain 10,
0.1, 1, and 3, respectively, Fig. 4 shows a subset of the corresponding pseudo-network
G* that involves node (2,4) (on the left) and a subset of its speed-expanded form G**
that involves node (2,4,0) (on the right). The pseudo-network tells, for example, that
one may turn from arc (2,4) to arc (4,6) in G and the length of the latter arc is 2 (no
turn penalty). On the other hand, the speed-expanded network tells that if one leaves
arc (2,4) in G at speed 0, one can traverse arc (4,6) in G in a time of 1.73, 1.53, or
1.44 depending on the speed at the end of that arc. These suggest that weights
sensitive to turns and speeds cannot be handled by a pseudo-network alone.

1
2 2
Ca B ®
2

Fig. 4. Subsets of a pseudo-network and its speed-expanded form

The grid network (Fig. 3) forces the object to make a complete stop to make a turn,
and the speed-expanded network is built accordingly. It is, however, important to note
that one may give an allowable speed limit or range to each turn—e.g. depending on
its turning angle—in order to model more realistic intersections. If it were the case
here, the speed-expanded network would contain such arcs that emanate from a node
with non-zero speed.

As with the case of the time-expanded network, existing shortest path algorithms
are applicable to the speed-expanded network. The number of nodes in the expanded
network equals the number of nodes in the pre-expanded network multiplied by the
number of at-node speeds ISI. Note that IS| is generally independent of—thus does not
grow with—the original network size. For the present problem, path (0,1,0)-(1,2,0)-
(2,4,2)-(4,6,3) has been found to be a shortest path. This corresponds to the exact
fastest path 1-2-4-6 obtained earlier, but its travel time is overestimated as 3.4. This
implies that our approximation procedure may overlook exact solutions. Precision and
accuracy can be increased by adding finer elements to S.

5 Extensions

The approach presented above has addressed a simple fastest path problem. This
section briefly discusses how it is adapted to other cases.
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5.1 Fastest Path Problems in Elevated Networks

We have so far assumed that no arc is inclined. This assumption is relaxed here. A
network with inclined arcs can be constructed from one with no inclined arcs by
assigning each node a height value and letting each arc be on a line connecting two
(elevated) nodes. Though real networks may be on more undulated topography, it is
not the case here.

In this setting, the formula (13) is still useful to compute the travel time of each
arc, and thus a speed-expanded network is similarly created. The only modification
needed is on the acceleration, which is determined by the forces applied. Consider an
object moving on an inclined arc. Then, if the combination of a push and a
gravitational force acted on the object is strong enough to beat a frictional force
(i.e. f + mgsin @ > umg cos @) (c.f. Fig. 5), the formula (14) is modified to

a* =(f +mgsin@— umg cos )/ m (16)

If the combination of a push and a frictional force acted on an object is strong enough
to beat a gravitational force (i.e. f + umgcos@>mgsin@), the formula (15), is

modified to

a =(f —mgsin@+ umgcosB)/m (17)

)

Fig. 5. A given arc (lower bold arrow) with length x; connecting two nodes (lower circles) has
been transformed to an inclined arc (upper bold arrow) connecting two elevated nodes (upper
circles) with heights y; and y;. An object (black dot) on the inclined arc is subject to the four
forces (dashed arrows) including a push, a gravitational force, a normal force, and a frictional
force with f, mg, mgcosé, and umgcosé as their respective magnitudes. The arc’s incline 6 is

. Yi—Y;
given by. arctan ——L

Xij

5.2 Minimum Work Paths

Incorporation of forces in a shortest path analysis enables one to estimate the amount
of work required for an object to travel to the destination. The speed-expanded
network is useful for this purpose, too, except that the weight of each arc is not the
minimum travel time but the minimum work that takes the object to traverse that arc
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(which is given by the product of f'and x;/cosf in Fig. 5). In this case, the object takes
as much advantage of gravitational and frictional forces as it can to save work.

The result may be too idealistic to match the object’s actual energy consumption. It
is because not all generated energy (e.g. from fuel combustion) contribute to motion.
Still it serves as an indicator of the relative economy of one path over another.

5.3 General Dynamic Networks

The shortest path problem discussed in this paper has added a new dimension to
networks, that is, a set of possible velocities at each node. Their directions are
addressed by a pseudo-network, and their magnitudes are addressed by a speed-
expanded network. In the latter network, associated with each node are speeds, but
can be their derived quantities such as squared speeds or levels of kinetic energy, and
still similar results will be obtained (with different degrees of approximation). These
happen to be physical quantities, but can be replaced by other kinds of states (social,
economic, mental, cognitive, etc.) the object may posses in other contexts. In this
sense, both the time-expanded network and the speed-expanded network are merely
special cases of a more general “dynamic network”—dynamic, i.e. varying with the
state of the object. Furthermore, in principle, there can be more than one variable
describing one state. Therefore, in a further more general dynamic network, the
weight of each element (i.e. node, arc, or their grouping) changes according to one or
more state variables.

6 Conclusions

A preliminary work has been presented for incorporating physical aspects into
network analyses (shortest path problems in particular). In this scheme, an object may
change its velocity within each arc, and it does so only when acted on by external
forces which include gravitational and frictional forces. These physical phenomena
are nothing new, but this paper has shown that their incorporation into network
models complements traditional approaches.

The present scheme is by no means complete, as it misses a number of factors that
might significantly affect the ways objects move in real networks. Two of them seem
to deserve more immediate attention. First, social characteristics of networks have
been completely omitted but should be equally important. On the streets (rather than
on racing circuits), for example, vehicles rarely have chances to perform their full
potential, partly due to strict traffic regulations. Second, this paper restricts its scope
to a single object. While the basic concepts presented here are applicable to multiple
objects, too, their interactions will increase complexity. More realistic network
models as such should be explored in future research.

The physical perspective has introduced computational challenges, too. The spatial
phenomena under consideration are essentially continuous in terms of space and time
and thus require a higher degree of mathematical sophistication including ordinal
differential calculus. The resulting shortest path problems are no longer linear and can
be NP-hard for which there are no known algorithms that take only polynomial time
with respect to the network size. We have employed a dynamic programming
approach for approximate solution, but more effective and efficient algorithms are
expected to be investigated.
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Operationalising ‘Sense of Place’ as a Cognitive Operator
for Semantics in Place-Based Ontologies
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Abstract. Meanings of geographic concepts have to be grounded in real world
and in human commonsense to formulate semantically-enriched geographic
ontologies. Cognitive concepts, such as the notion of geographic place, have
been shown to be inherently vague. This vagueness results primarily due to a
lack of understanding of the modifiers linking the cognitive semantics with the
real world, and because of the ambiguous ontological and semantic distinctions
with similar spatial concepts. In this paper, an experimental framework is
developed to demonstrate that the notion of ‘sense of place’ can be
operationalised as a cognitive operator to ground the meanings of place in the
real world as well as in human behaviour, and for defining the ontological
distinctions with other spatial and location identifiers, such as neighbourhood.
The results from human subject experiments are used as a basis for extracting
the key parameters associated with ‘sense of place’.

1 Introduction

Recent research in semantics and ontologies has shown that meanings for terms and
concepts in the ontology have to be grounded in the real world (Kuhn 2003). Most
geographic concepts are cognitively formed, resulting in ambiguity because of the
inherent vagueness in human cognition, perception and natural language description.
The meanings for these concepts have to be, therefore, grounded in human behaviour
in the real world to develop context-oriented dynamic ontologies. Studies in location-
based information systems have shown that the definition and assignation of place
labels is problematic and confusing (Espinoza et al. 2001). This is true for real as well
as virtual and conceptual spaces. The significance of place definition in development
of geographic models and ontologies, and the problems in resolving the semantic
ambiguity inherent in place has previously been discussed in Agarwal (2004a,
2004b).

This paper addresses the problem of defining identifiers for place to ground place-
based ontologies, and demonstrates that this can be resolved by operationalising the
notion of ‘sense of place’ that gives a place its meaning and identity. ‘Sense of place’,
in existing literature (Tuan 1977, Datel and Dingemans 1984, Johnston et al. 2000),
has, however, been proposed as an abstract notion and has not been operationalised in
place-based models. A computational theory for ‘sense of place’ will enable
identification of minimal parameters necessary for simulating ‘sense of place’ in
place-based models, in virtual environments, in using place indexing for creation of
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query-based systems and even in development of computer-based automated narrative
generators that use place as the basis for relating human activity to space. These
indicators will be useful in development of context-aware computing and in linking
human activity to physical spaces, where context-aware computing is used to include:
(1) the presentation of contextualized information and services; (2) context based
automatic execution of services; and (3) the attaching of contextual information for
later retrieval (Dey et al., 2001). Furthermore, with the concept of place learning in
cognitive maps becoming more explicit, there are considerable implications on how
place is treated and conceptualised in place-based searches and navigational models.
Such results have implications on the design of place-based location-based services
(LBS) that are closer to human commonsense and reasoning.

‘Sense of place’ is shown in this paper to be the individuating characteristic that
makes a space specific and imparts the meaning in a place, and is the key
consideration in place-knowledge construction. The emphasis is on ‘geographic’
place and the work is carried out in large-scale urban environments. The experiments
are designed to identify the primitives and relations that are influential in determining
a ‘cognitive sense of place’, introduced as SOP, in this paper. In this way, ‘sense of
place’ can be used to define differences between place and neighbourhood by
operationalising it in terms of reasoning with real world objects. The experimental
framework also indicates that cognitive contexts can be captured in an ontology by
identifying the core parameters and rules associated with spatio-temporal reasoning
through human subject experiments. It is expected that this study will indicate the
way forward for better representation of real world features in geographic models by a
clearer assignation of semantics and relations in a spatial ontology that is grounded in
human reasoning in the real world.

The rest of the paper is structured as follows. Section 2 outlines the theoretical
framework, and the research questions. The experimental framework, along with the
major hypotheses for the experiments is described in section 3. The experimental
setup is described in section 4 and the major results are discussed in section 5. Section
6 presents some concluding remarks and outlines future directions.

2 Theoretical Framework

Place learning as a significant factor in navigational tasks has demanded much
attention in cognitive science, psychological and biological literature. Place is
associated with ascertaining a ‘memory of a location’ (McNamara 1991, Golledge
1992:202), and with the distance and direction estimates for locations in the
environment (Chown et al. 1995). Spatial learning and knowledge acquisition tasks,
such as wayfinding, instrumental in developing a cognitive schema in the
environment, are associated with place learning (Gale et al. 1990, Cornell et al. 1994,
Jacobs 2003). Places are considered as a collection of objects and landmarks (Lynch
1960, Presson 1987, Sorrows and Hirtle 1999), and distance estimates are crucial to
the formation of a cognitive sense of place (Downs and Stea 1973, Golledge 1992).
Place recognition has also been associated with neighbourhood recognition and
estimation, and shown to be linked to an array of landmarks, their locations and
geometric arrangements (Arleo and Gerstner 2000), with distance estimates
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significant in place learning for human navigation (Steck and Mallot 2000). The
notion of place is related to the notion of ‘proximic region’ as a ‘condensed space’
(Hudson 1998), and that of ‘social neighbourhoods’ (Galster 1986, Forrest and
Kearns 2001). Norberg-Schulz (1980) outlined that the cognitive organisation of
space in the way that people orient themselves and define experiences in space are
critical for determining a model of place.

Many studies have stressed on the importance of ‘sense of place’ in explaining and
understanding place. Within geographic discourses, the notion of ‘sense of place’ has
been proposed as a concept that, in general terms, means an ‘awareness of one’s
natural environment’ but also is crucially linked (especially in phenomenological
conceptualisations) to determine the meanings and formation of place. Experiments in
virtual environments have started to focus on creating places with ‘sense of place’ by
including people’s experiences and meanings in virtual landscapes (McCall et al.
2004), where presence or ‘being there’ is employed as one of the measures for ‘sense
of place’ and the emphasis is on the immersive, embodied nature of ‘sense of place’.
While ‘sense of place’ is proposed as a localised individual notion in theories by Tuan
(1977, 1990) and Relph (1976), it also emerges as a global notion in Massey (1993),
where ‘sense of place’ is not regarded as nostalgic but progressive, with places
continuously evolving as ‘articulated moments in networks of social relations and
understanding’ (Massey 1993:66). The notion of ‘sense of place’ has also found its
way in management strategies in resource management and for participatory planning
(see Cantrill 1998, Williams and Stewart 1998). In humanistic theories, ‘sense of
place’ originated as a study of the human experience and imagination as it is affected
by the geographic locations (Johnston et al. 2000), but is also pervading the larger
body of work where ‘sense of place’ is being examined as resulting from
interconnected social, environmental and behavioural processes (Shamai 1991).
‘Sense of place’ is linked to the formation of deep emotional connections with
specific location, and the feelings of attachment that results from familiarity, memory
and association (Relph 1976, Withers 1996). ‘Sense of place’ has been studied as an
‘orientation mechanism’- to know where one was (Starrs 1994), and is linked to the
feeling of closeness with the environment (Cuba and Hummons 1993, Feld and Basso
1996).

Although the large body of literature in ‘sense of place’ has been in the non-
positivistic traditions, a few have attempted to frame and operationalise it from a
behavioural perspective. Researchers have resisted the attempt to assign a precise
definition for ‘sense of place’. Relph (1976:4) says that ‘sense of place’ ‘is not just a
formal concept awaiting precise definition, and clarification cannot be achieved by
imposing precise but arbitrary definitions’, and Lewis (1979:40) said that ‘it is quite
useless to try measuring it’. Nevertheless, there have been attempts to explain and
measure the ‘sense of place’, with the proposed grounding in human behaviour. Lewis
(1979:28) said that for ‘sense of place’, ‘it is often easier to see its results in human
behaviour than to define it in precise terms’. Relph (1976:20) stated that ‘by taking
place as a multifaceted phenomenon of experience and examining the various
properties of place, such as location, landscape, and personal involvement, some
assessment can be made of the degree to which these are essential to our experience
and ‘sense of place’. Peterson and Saarinen (1986:164) highlight the importance of
‘local symbols’ in the environment for formation of ‘sense of place’ and thereby
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conceptualisation of a place, and Datel and Dingemans (1984:135) said that the ‘sense
of place’ is formed through a ‘bundle of meanings, symbols and qualities that a
person of a group associates (consciously or unconsciously) with a locality or region’.
Few empirical studies have been carried out to define this concept and to convey its
applicability in understanding and explaining place. In most empirical studies
(Proshansky et al. 1983, Pellow 1992, Riley 1992), ranking procedures were adopted
to scale the level of ‘sense of place’ with two (Goldlust and Richmond 1977), three
(Shamai 1991) and four levels (Shamai and Kellerman 1985). This is based on the
theory that there are different levels of interactions with the environment and
consequently the assessment of place and the level of ‘sense of place’ are scaled
accordingly (Canter 1977, 1997). Relph (1976) also defined different degrees of
sensing a place, and Shafer (1984) specified different levels of intensity of feelings
towards places. These studies are limited in that they only define the level of the
‘sense of place’, and the issue of what a ‘sense of place’ means is left undetermined,
Hence, the problems with terminological and cognitive heterogeneity underlie any
results obtained from these studies. Moreover, most of these studies are focused on
specific places and on their description and understanding and the generic
applicability of any such definitions for understanding of place is not explained.

2.1 Research Questions

Both urban and philosophical research indicates that time cannot be separated from
space in forming a ‘sense of place’ (Parkes and Thrift 1978, Brentano 1988), and
‘space and time coordinates are elements of language inter-related in describing an
environment’ (Capra 1975:173). Studies have shown that the cognitive ordering of
time is not necessarily linear (Prince 1978) and several parallel time-paths exist,
dividing and ordering spatial knowledge within cognitive models of the urban
environment. Various studies have examined the nature of temporal knowledge in
human behaviour for environmental learning (Giraudo and Péruch 1988, Clayton and
Habibi 1991, McNamara 1992). None has, however, looked specifically at the nature
of temporal knowledge and relations formed in the process of place formation. The
notion of triggered response has shown that places can be conceptualised as a series
of temporally arranged views (Scholkopf and Mallot 1995, Mallot and Gillner 2000),
and, hence, temporal sequencing of information occurs through the process of place
learning. If place is linked critically to temporality and time is associated with the
formation of place associations, then, is the temporal evaluation of an environment
place-dependent? Do objects inside a place appear to be closer to each other in time?
As GlScientists, we know that ‘everything is related to everything else, but near
things are more related than distant things’ (Tobler 1970: 236). It is accepted that
nearness relations in geographic space are context-dependent (Denofsky 1977,
Worboys 2001, Bittner 2002). The notion of distance decay defined as ‘the
attenuation of a pattern or process with distance’ (Johnston et al. 2000) represents
statistically the concept of time-space convergence and compression, resulting in an
observed decrease in social and spatial interaction with distance. Places were also
defined as ‘proximal spaces’ (Harrison and Dourish 1996), and linked to notions of
condensed space and bounded space. The boundary effects of place have been
qualified both theoretically and in the social sense for the concentration of activities
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and communities (Massey 1993, Pirinen 2002). However, the clustering effect of
place in the behavioural and cognitive determination of qualitative relations in space
and time are not explained through previous studies. Therefore, does formation of
place decay with distance, and is distance a determinant in defining place and a
cognitive ‘sense of place’? In addition, are boundary effects of a place significant
factor in the formation of qualitative proximity relations in the environment? In the
next section, the experimental framework is discussed, leading to the development of
certain key hypotheses that form the basis of the experimental work.

3 Experimental Framework

The cognitive theories in place-learning, and the phenomenological notion of ‘sense
of place’, form two disparate theories for explaining place and its meanings. The
experimental framework in this paper brings these two theoretical frameworks
together; one that is instrumental in defining meanings of place and the other for
establishing its parameters. This is done by defining ‘sense of place’ as not only an
experiential notion, but also explaining it in terms of spatial (and temporal)
knowledge and learning in the environment. This is similar to ‘unwelt’, a concept
proposed by the German naturalist, Jacob van Uxekell, where the physical world is
ordered by a set of organised experiences, ‘unwelten’ that depends on individual
sensory and cognitive apparatus. In this way, the representation systems of individuals
in ordering spatial and temporal discontinuities in urban environments can be used to
determine the ontological commitments in forming a ‘sense of place’, and the notion
of a multi-dimensional ‘cognitive sense of place’, termed SOPc, can form the basis
for an integrated foundation for explaining place. ‘Sense of place’, from a cognitive
perspective, is used here to imply a ‘conceptualisation of the extent and the
determination of the objects, and their relations, based upon the ontological model of
landmark-neighbourhood for places’. In the experimental framework described in this
paper, ‘sense of place’ is considered as a mechanism through which individual
conceptualisations of place are grounded in a collective notion, defining the meanings
of place and its links in the real world. ‘Sense of place’, is shown to be a
representative of ontological commitments in the real world for the formation of a
place, and investigated as a grounding mechanism through which place ontologies
can be linked back to human cognitive system as well as to the real world objects.
Current research in GIScience proposes four-dimensional models where space and
time are integrated, rather than separate entities (Galton 2003). It is also shown from
previous experiments that spatial relations are often extended to define temporal
relations (Clayton and Habibi 1991), and that distance is often defined in terms of
time (Herman et al. 1983). Research in geographic time (Montello and Golledge
1998) is still looking for answers to questions such as, ‘are scales in space and time
logically linked?” The application of proximities in space is applied in this
experimental framework to the notion of ‘nearness in time’. This method provides an
opportunity to test whether spatial expressions and knowledge are linked logically and
are transferable to temporal estimates within human reasoning. If objects that are
completely inside a place appear closer than objects lying outside it, this will have
implications on how place is represented in geographic modelling. By applying the
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notion of ‘nearness’ in time (as well as in space), the basis of temporal estimates in
linear or cyclic time is avoided, and a qualitative basis for temporal relations is
enabled. Distance estimates are aimed at assessing whether the conceptualisation of
place is accompanied by a heightened sense of time within the place, and whether the
formation of place leads to a clustering of objects in space as well as in time. Previous
studies on place have shown that it is conceptualised in different context scales, from
‘self” to ‘community’, and at different spatial scales, from ‘local’ to ‘global’. At a
local level, spatio-temporal knowledge acquisition is dependent on the direct
interaction of the individual with the environment. The information within the
cognitive set and the spatio-temporal relations defined within it are constantly updated
at this local scale through direct and indirect interaction with the environment,
through the actions of movement, memory comparisons and associations, and through
hierarchical ordering of components within the environment. In this process, spatial
divisions of association are assigned and categories of place defined, and, therefore,
cognitive dimensions play a significant role in place conceptualisation at a local scale.
For the purpose of the experiment developed in this research, the conceptualisation of
place is considered at an immediate local level, and the global conceptualisation is not
considered explicitly. It is expected that some rules will be transferable from the local
scale to the global scale of place conceptualisation, but this will require further
testing.

Based on the questions raised in the previous section, the major hypotheses for the
experimental framework can be outlined as such:

H1: The conceptualisation of place affects the spatial and temporal reasoning
and knowledge in the environment.

1. The distance estimates in the environment are place-dependent.

2. Place is proximal space and boundaries are an integral aspect of
place formation. Objects are estimated to be closer when they lie
inside a place than when they lie outside it.

3. The ‘sense of place’ is linked to a sense of space as well as a sense
of time, and is dependent on the degree of familiarity.

4 Experimental Setup

The experiments described in this paper were carried out in Nottingham, UK, and
were largely concentrated around the University of Nottingham campus. Similar to
Agarwal (2004a, 2004b), the experiment design was developed after a comprehensive
review of previous behavioural and cognitive studies (Battig and Montague 1968,
Lloyd et al. 1996, Mark et al. 1999, Montello et al. 2001), and questionnaire design
literature (Courtenay 1978, Fowler 1989). A sample size of 50 was selected and it was
ensured that adequate scientific standards are followed. A pilot study was undertaken
as a pre-test in 2002 to develop viable methods of data collection, based on a sound
theoretical background and the requirements of the study. The analysis of responses at
this stage allowed identification and verification of suitable parameters, analysis and
inference methods. Although it has been shown by psychological studies that there is
a difference in cognitive processing between sexes, inter-group analysis was not
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considered relevant within the remits of this study. The length of residence was
excluded from the final experiment design since the analysis in the pilot study showed
that it did not yield conclusive results regarding the meaning and conceptualisation of
place. Although previous theoretical and empirical studies have shown that cross-
cultural factors can have an influence on the perception of place (Duncan and Ley
1993, Twigger-Ross and Uzzell 1996), this did not appear to be significant in this
experiment. The total number of males N;=28, and the number of females N,=22. The
subjects were predominantly white, with 92% White and 8% British Asians. All
subjects were native English speakers. Random assignment was carried out for
selecting the sample population. In addition, the experimental framework required a
concentrated locational reference for the subjects to avoid locational biases, and to
minimise the effects that any extraneous factors specific to certain locations might
have on the results. From the 50 subjects, the number of respondents living on the
University Campus N;=28, and the number of respondents living in an area just
outside the campus, on the west side of the University N,=22. The response time was
constrained to 60 seconds to avoid deliberation.

4.1 Stage One

The volunteers were given a list of 29 locations (termed ‘objects’ hereafter) that were
compiled from the list of significant ‘buildings’ and ‘places’ from tourist brochures,
council websites and a range of different travel guides. The experiment required the
respondents to grade these on a category scale of 1 to 5 (I=very good, 2=good,
3=reasonable, 4=poor, 5=very poor) for factors such as significance in the city,
historicity, attractiveness, personal attachment and level of familiarity. These were the
control factors that were identified from theoretical literature as influencing the
cognitive ‘landmarkedness’ of an object in the environment across a range of
environment, self and activity contexts. The responses were then collected, scaled on
the basis of the ‘level of familiarity’, used as the primary factor in landmark and place
association, and then aggregated to assign a score to each of the 29 objects used in the
questionnaire. It was found that 15 returned incomplete questionnaires, and were
excluded from the analysis. The 35 complete and legible responses were used for the
identification of landmarks, and only these 35 respondents were then used as
‘subjects’ in the second stage of this experiment. From the 29 control objects, ten that
had the maximum score from the 35 responses were extracted as a subset denoting
‘landmarks’ in the cognitive set of the subjects and used in the second stage.

4.2 Stage Two

This stage of the experiment was carried out once the responses from the first stage
had been compiled and analysed. This second stage was aimed at the identification of
the cognitive association of place and was developed based on the landmarks
identified from the first stage. The total number of respondents was N =35, that
returned completed questionnaires from stage one of this experiment. The total
number of objects, acting as spatial referents (or landmarks) for the cognitive set of
each individual are O=10. For N=35 subjects, number of males N;=24, number of
females N,=11. Since place was operationalised at a local level within this
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experimental setup, the notion of neighbourhood was employed to assess whether any
clear distinctions were formed between place and neighbourhood, when both were
formed at the local level of association and cognitive conceptualisation. The factors
for assessment in this questionnaire were degree of familiarity with the landmark
(very familiar/not so familiar or high/low), inside the place that the subject lives in
(yes/no), inside the neighbourhood that the subject lives in (yes/no), and the distance
assessment to the landmark (very near/near/far/very far) from home (geographic
location), both spatially and temporally. Within the questionnaire, it was made clear
to the subjects that the temporal distance measure did not imply travel time, but
instead the comparative age (i.e. the position on the temporal scale for the ‘age’ or the
life trajectory). In addition, since all objects extracted from the list in the first stage
had associated historicity, these were close to each other in temporal distance (in
historical time-line), which meant that these objects were more or less equidistant
from the locations of the respondents. The respondents were concentrated within one
area of the city and hence resided in an area with a similar temporal profile. Although
the landmarks were chosen from the first stage of the study to be ‘most familiar’, and
the subjects were familiar to a certain degree with all ten objects, the measure in this
stage of the experimental design was used to specify the level of familiarity for each
object relative to the others in the group of ten employed for this study.

Firstly, the subjects (N=35) were asked whether the landmark was in ‘the
neighbourhood that you live in’ and ‘in the place that you live in’. The subjects were
then instructed to state the distance relations from ‘where they lived’ to each
landmark. A scale of qualitative distance relations of categories very near, near, far
and very far was used instead of a graded scale that is normally employed for such
assessment (Herman et al. 1983). It had been seen from the pilot study that the
respondents found it easier to interpret and use a qualitative scale, as opposed to a
numerical scale. This is because the qualitative scale was closer to the intuitive
distance estimated and relations that were formed within the cognitive schema, and
employed linguistic expressions that were used in developing a conceptual structures.
Because a pair-based relationship was required for the landmarks and subjects, the
stimulus was provided in the form of an inter-relationship measure, and it was
expected that the individual biases and scales in determining what ‘near’ and ‘far’
meant was avoided. It was shown in previous studies (Worboys 2001) that the rule of
symmetricity does not apply to distances in geographic space. However, within the
limits of this study, only the distances in one direction were queried. The results from
the pilot study had shown that the subjects found it difficult to assess directions in the
other direction, such as from the landmark to where they lived, and 88% of the
respondents stated that it meant the same thing as assessing the distance in the other
direction. Because the aim was to assess whether the objects seemed closer within the
cognitive schema of the individuals, and an egocentric stimuli was being employed,
the distance assessment in one direction was considered adequate.

5 Results

The data that resulted from the experiment are shown in tables 1, 2 and 3. Table 1
shows the counts for distance estimates in space and in time for the perceived location
of objects in place (yes/no). Table 2 shows the counts for perceived location of
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objects inside or outside the neighbourhood. Table 3 shows the relation of counts
between the estimated location of objects in place within the conceptual schema of
the environment, and the corresponding perceived location for the object in relation to
the  conceptual  neighbourhood. Here, space_dist=distance  in  space,
time_dist=distance in time, and deg_famil=degree of familiarity.

Table 1. Relative counts for distance estimates in space and time to the estimated location of
objects

in place space_dist countsl | time_dist | counts2
yes | 1 very near | 1 84 1 34

1 near 2 157 2 146

1 far 3 49 3 108

1 very far 4 7 4 9
no |2 very near | 1 1 1 1

2 near 2 3 2 5

2 far 3 27 3 32

2 very far 4 22 4 15

Table 2. Relative counts for distance estimates in space and time relative to neighbourhood
conceptualisation

in

neighbourhood space_dist | countsl | time_dist |counts2
yes |1 very near | 1 84 1 34

1 near 2 123 2 122

1 far 3 4 3 53

1 very far 4 1 4 3
no |2 very near | 1 1 1 1

2 near 2 37 2 29

2 far 3 72 3 87

2 very far 4 28 4 21

Table 3. Relative counts for estimated location in place to estimated location in neighbourhood
and corresponding degree of familiarity

in place in neigh | countsl deg_famil counts2
yes | 1 yes |1 210 high 1 236

1 no 2 87 low 2 61
no |2 yes |1 2 high |1 13

2 no 2 51 low 2 40

The Kendall’s coefficient of concordance showed an extremely high goodness of
fit for agreement across the subjects for the different variables in the model, with
Kendall’s W=0.953, Chi-square=133.375, p<0.01, and df =4. Reliability testing gave
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a high Cronbach’s alpha, =0.6687 (p<0.01, df =34, F=544.0455). Factor Analysis
showed no difference in latent dimensionalities of the variables (p<0.01). Normality
conditions were not satisfied for all the variables, so suitable non-parametric tests
were applied for statistical testing. These tests showed that distance in space and
distance in time had the same distribution, p=0.000. A similar distribution was seen
for location in place, and for estimated distance in space and in time, p=0.000. An
independent-samples test done on the 10 objects for the 35 subjects indicated that
there was a strong probability of the results being from the same population, and there
was no significant variation in the population for the general trends exhibited in the
model, p=0.000. High positive covariance and correlation was seen among all the five
variables of in_place, in_neighbourhood, space_distance, time_distance and
degree_familiarity. The four variables explain the qualitative estimates of distance in
space, with R’= 0.541 and p<0.01. The results suggest that distance in time
(VIF=1.623, beta= -0.292), in place (VIF=1.205, beta=0.193), in neighbourhood
(VIF=1.712, beta=0.771), and degree of familiarity (VIF=1.229, beta=0.089) were all
significant factors in the regression model which showed a good fit, R2:0.541, F (4,
30) =8.830, p=0.000, as presented in table 4.

Table 4. Regression Model for dependent variable=distance in space, R>=0.541, p<0.01

Sum of Mean
Madel Squares if S{uare F Sii.
Regression 877 4 2149 8.830 000
Residual T45 30 025
Total 1.623 34

The strongest impact upon the estimated distance in space (space_dist) is from the
estimated location of the object in the neighbourhood (in_neighbourhood),
Spearman’s rho, r=0.577, p=0.000. For the degree of familiarity and distance in
space, 1=0.329, p=0.05; for distance in time and location in neighbourhood, r=0.697,
p=0.000; and for the location in place and degree of familiarity, r=0.380,
r=0.024<0.05. On testing the relation of the other variables with the estimated
distance in time, the results showed that the variables distance in space (VIF=1.953,
beta=-0.352), in neighbourhood (VIF=1.809, beta=0.814), in place (VIF=1.258,
beta=0.125) and degree of familiarity (VIF=1.245, beta=0.020) adequately described
the model, R2:0.447, F (4, 30) =6.067, p= 0.001. The regression model is shown in
table 5.

Table 5. Regression Model for dependent variable=distance in time, R*=0.447, p<0.01

Sum of Mean
Model Squares of Square F Sig.
Reagression 1.032 4 2568 6.067 001
Residual 1276 30 043
Total 2.307 34

The strength of relationship between the location in place and the estimated
distance in space is shown to be high (chi-square=142.602, df =3, p=0.000), with a
positive strength of association. This signifies that the distance in space was estimated
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to be closer if the object was in place (r=0.529, p=0.000), showing a possible
significance of place-boundaries on qualitative spatial distances in the cognitive
schema. The difference between expected and observed frequencies was high
showing that the trends in the model were not random. Figure 1(a) shows the variation
in cognitive distance in space with estimated cognitive location in place. The
dependence of the temporal knowledge to the cognitive notions of place was also
estimated through significance testing. Results showed that although there was a
significant association (chi-square = 68.933, p=0.000), with a positive association
(r=0.389, p=0.000), the association between temporal knowledge and the
conceptualisation of place was not as strong as that with spatial knowledge. Figure
1(b) shows the relation between estimated distances in time and the location in place.

200 160

“ =

S 5

I 3

= Distance in Space S Distance in Time
B verytear(l) Il very Nesr (1)
[nese@) [Cnear 2)
| [gl=) W)

o ey Fand) [ very farid)
Yes{1) M () Yes (1) Mo (2)
Location in Flace In Place
(@) (b)

Fig. 1. Relationship between location in place and (a) distance estimates in space, (b) distance
estimates in time

200

300

2004----- -

= =
z 2
g 5]
O
dong oo QR
In Place
In Meighbourhood
Wlves o Wl ves (1)
o o - o [INo 2
‘es (1) Mot
In Place In Meighbourhood
(@ (b)

Fig. 2. Relationship between conceptualisations of place and neighbourhood, where, (a) objects
not in place are not in the neighbourhood, (b) objects in neighbourhood are in place



Operationalising ‘Sense of Place’ as a Cognitive Operator 107

A significant co-dependence between the conceptualisations of place and
neighbourhood is demonstrated in the results (chi-square=84.367, p=0.000). Figure 2
(a) and (b) shows the significance of this relationship (r=0.491, p=0.000), with the
results indicating that there is a high chance of the object being conceptualised in
neighbourhood if it is conceptualised as located in place. When the objects were
conceptualised to be in place, there is an equal chance of them being conceptualised
to be situated in the neighbourhood. If the object is not conceptualised to be located in
place, there is a significantly low chance of it being located in the cognitive
neighbourhood, too. The results imply that neighbourhood is conceptualised as a
subset of place.

The degree of familiarity was hypothesised to be a determining factor in the
formation of a cognitive ‘sense of place’, and significance tests showed a strong
association between the conceptualisation of the object to be in the place and have a
high degree of familiarity (chi-square=65.918, p=0.000, r=0.435). Objects located
inside the cognitive notions of place have high familiarity associations. The degree of
Sfamiliarity was also strong for objects that were conceptualised in the neighbourhood
(chi-square=349.000, p=0.000, r=0.428). The results suggest that place is closer in the
familiarity set of the individuals than neighbourhood, although only marginally. From
these results, neighbourhood is indicated as a lower-order concept to place. It is also
shown that place is a closer concept in the cognitive set of individuals than
neighbourhood, with the strength of attachment stronger to a place than to a
neighbourhood. The effect of place being a more proximic concept in the familiarity
set has to be verified by assessing the effect of neighbourhood conceptualisation on
spatial and temporal relations formed in the environment. The relation between the
estimated location of objects with relation to conceptualised place and neighbourhood
and the degree of familiarity to the objects is shown in figure 3(a) and (b). Statistical
tests validated the indications from the previous results that place is a more proximic
concept within the cognitive and familiarity-set of the individuals than
neighbourhood. The distance estimates in space and time were assessed for the
corresponding location with relations to the conceptual neighbourhood.
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The perceived location of the object in the neighbourhood has a significant
influence on the estimated distance in space (r= 0.726, p= 0.000), with objects in the
neighbourhood having a significant chance of appearing to be very near. There is a
high probability that the two variables are independent (chi-square =184.022,
p=0.000). Figure 4(a) shows this relationship between neighbourhood
conceptualisation and spatial knowledge. Tests for temporal distance estimation as a
factor of perceived location in neighbourhood show a significant chance that temporal
knowledge is neighbourhood-dependent (r=0.528, p=0.000, chi-square=97.476,
p=0.000). Objects inside neighbourhood are conceptualised as being close in time.
The relationship between location in neighbourhood and the relative estimation of
temporal distance is shown in figure 4(b).
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Fig. 4. Relationship between conceptualised neighbourhood and (a) distance estimates in space,
(b) corresponding temporal knowledge in the environment

Finally, the results from the experiment were interpreted in a unified manner. This
was done to define the relationship between the conceptualisation of place and the
other variables, and to determine the relations between them, together with the
appropriate weights. For this purpose, regression analysis was performed with ‘in
place’ as the dependent variable. The results show that in neighbourhood (VIF=2.154,
beta=0.140, p=0.028), distance in space (VIF=2.595, beta=0.331, p=0.000), and
degree of familiarity (VIF=1.429, beta=0.167, p=0.001) are all significant factors in
the regression model (R2=0.362, df= (4,345), p<0.01). However, the variable distance
in time shows low significance for the probability that it is related to the dependent
variable (VIF=1.519, beta=0.082, p=0.122), thereby showing that the temporal
knowledge is not a significant factor in the formation of a ‘sense of place’. Therefore,
the variable was taken out of the equation and the regression model was run again.
The results suggest that the three variables, distance in space (beta=0.361, p=0.000),
in neighbourhood (beta=0.160, p=0.010) and degree of familiarity (beta=0.170,
p=0.001) are all significant factors in the model (r=0.528, R?*=0.357, p<0.01) (see
table 6).
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Table 6. ANOV A model for dependent variable (in place)

ANOVA
Sum of
Squares df llean Square F Sig.
Regression 16.059 3 5,353 G4.054 .0aoa
Residual 28915 346 084
Total 44.974 3449

The results suggest that qualitative estimation of distances in space is affected by
the conceptualisation of the extent of place and neighbourhood, along with the degree
of familiarity with the objects in the environment. Qualitative notions of spatial and
temporal distances are place and neighbourhood-dependent. Distance estimates in
space are place-dependent, and objects are perceived to be closer if they are in a place
than when outside it. Spatial distance estimates are more sensitive to these factors
than temporal estimates. Although objects have a strong probability of being
perceived to be nearer if they are in the individual’s place, this association is even
stronger for a neighbourhood conceptualisation. The cognitive conceptualisation of
place and neighbourhood extent affects the estimation of distances in the
environment. Extend and boundaries have a significant ontological status in place
conceptualisation and in cognitive knowledge of the environment. H1.2 is, therefore,
accepted. It is seen that objects that are not close together in Euclidean space are
perceived to be closer if they are perceived to be inside the conceptualised place and
neighbourhood. However, it is difficult to establish an equivalent rule for temporal
distances from the results obtained in this experiment. Place and neighbourhood have
a high degree of co-dependence, and there is a high probability of neighbourhood
being conceptualised as a sub-set of place within the cognitive schema. However,
place has a higher degree of familiarity associated with it in the cognitive set of the
individuals than that of neighbourhood. The degree of familiarity is not necessarily
dependent on the location of the objects in the neighbourhood or place, although it
plays a significant role in determining the extent of both place and neighbourhood,
with a higher influence on place than on neighbourhood. H1.3 is not conclusively
supported, as the results of the experiment do not show sense of time as an equally
significant factor in the formation of a ‘sense of place’ as sense of space. Neither is
there adequate indication that the conceptualisation of place and neighbourhood has a
strong impact on the temporal reasoning and formation of temporal relations in the
environment. Temporal reasoning did not establish any conclusive relationships with
the degree of familiarity in the environment. However, it is conclusively shown that
distance estimates and spatial reasoning is place-dependent, thereby validating H1.1.
A larger sample size may be instrumental in verifying this further. Overall, hypothesis
HI1 is verified, with the results suggesting inter-dependency between spatial and
temporal distance estimates, and the conceptualisation of place in an environment.

From these results, the ‘cognitive sense of place’ (SOP¢) can be defined by a
unified determination of the effect of all the variables employed in the experimental
design, and the dimensions that became apparent. SOPc can be expressed as
<environmental knowledge: spatial, familiarity, neighbourhood: boundaries, k>
Here, SOP( is expressed as a relationship between environmental knowledge (with
spatial knowledge as the significant variable), familiarity in the environment,
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conceptualisation for neighbourhood that is operationalised through its extent and
determined by boundaries as a significant variable. This equation will require further
development using mechanisms that are more formal. This equation also needs to be
refined to explain factor K that is used here to represent any symbolically important
aspect which has been omitted within the constraints of this experiment. However,
this schematisation provides the foundation for further experiments, and a framework
of better understanding of individual differences in relation to the formation of a
‘sense of place’. This understanding is important for defining ontological
commitments and for characterising cognitive theories for place in the real world.

6 Conclusions

The experimental framework and results presented in this paper provide directions for
formalising the seemingly abstract concept of ‘sense of place’ to operationalise it as a
grounding mechanism in place-based models and ontologies. The experiments have
probed the elusive concept of ‘sense of place’ and demonstrated that the parameters
for SOP can be developed, based on experimental work with human subjects, which
can be used to define distinctions between place and neighbourhood. Experimental
results in this paper indicate a strong correlation between the formation of ‘sense of
place’ with spatial reasoning, and a ‘cognitive sense of place’ can be operationalised
as a factor of spatial knowledge, degree of familiarity and conceptualisation of
boundaries, both for neighbourhood and for place. Abstract notions such as
familiarity are made explicit within this setup and included in the equation. The
results are significant for understanding the cognitive dimensions of place, and for
formulating cognitive theories of place and the impact that it has on spatio-temporal
reasoning and behaviour in geographic environments. It is shown that object-
neighbourhood ontology does not completely explain the nature of place formation,
and more dimensions must be considered for formulating any definitive theories of
place.

The methods developed from this paper can be tested in non-urban environments
by applying these to indigenous communities. This will also enable the assessment of
the generalisability of the results reported here. Future work will also extend on this
paper to refine this model for ‘sense of place’ by employing more variables within the
experimental framework and by using more robust mathematical and logic-oriented
formalisation procedures. Such formalisations will be useful in development of
context-aware computing for location-based services, and also enable the simulation
of ‘sense of place’ in place-based models, in virtual environments, and in
development of computer-based automated narrative generators that use place as the
basis for relating human activity to space.
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Abstract. The emergence of spatial data infrastructures offering geospatial in-
formation from heterogeneous sources involves the need to achieve an integra-
tion of databases from different data providers within a common platform. Gen-
erally, database integration consists of two steps: schema integration and object
integration. Concerning schema integration, a crucial part is the identification of
semantically corresponding elements in different schemas. This process is re-
ferred to as schema matching. In this paper, we present a data-driven approach
for the matching of geospatial schemas. It is based on the idea of exploiting the
instance-level relations between multiple representations (of one and the same
real world object) that have been captured on the basis of different schemas. As
a result, correlation measures are derived describing the degree of correspon-
dence between the object classes of different schemas.

1 Introduction

In recent years, tendencies to provide global, generic geospatial information platforms
that are accessible by different kinds of GIS applications can be observed (e.g. [11]).
Building up such platforms is basically identical with the task of integrating existing
local, heterogeneous databases into one system that allows access to the associated
data sources. Mostly, such an infrastructure is realized as a federated database system
which acts as a single, homogeneous database to the global applications, facilitating a
common view on the underlying data [6].

Database integration for the development of federated systems generally involves
two steps: schema integration and object (or data) integration. Schema integration
comprises the transformation of existing local schemas into a global schema for the
data to be integrated. According to [14], this is identical with the problem of integrat-
ing independently developed ontologies into a single ontology in an artificial intelli-
gence setting. Object integration can be defined as the solution of conflicts between
inconsistent and contradictory data instances which are representing the same real
world entity.

This work aims at contributing to the research in the domain of schema integration,
especially focusing on the detection of semantic correspondences between elements of
different geospatial schemas, which is generally referred to as schema matching [7].

Within this paper, a data-driven approach for the matching of spatial schemas will
be presented. It has been implemented for street data of the Geographic Data Files
(GDF) [5] schema and the schema of the German Authoritative Topographic Carto-
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graphic Information System (ATKIS) [21]. GDF is an international standard that has
especially been developed for car navigation applications and thus is used to describe
and transfer street networks and street related data whereas ATKIS contains data of
different topographic units like settlement, vegetation, traffic, etc. Both data models
capture street objects as linear features in approximately the same scale (1:25 000).

1.1 Multiple Conceptual Schemas and Multiple Representations in GIS

In the initial stage of the development of computer applications, scenarios are set up
in order to derive the use cases for which the planned software has to serve. If, for
example, a car navigation application has to be implemented, it has to be able to han-
dle street data on which routing algorithms can operate, it has to be able to deal with
restrictions (e.g. forbidden maneuvers), etc. But some aspects of reality, like e.g. the
vegetation, are rather unimportant for navigation purposes and can be neglected. So
the car navigation application has a certain view of the world, focusing on what is
important for it, whereas, for example, a land planning application probably sees the
world quite differently. This means that each application or at least each type of ap-
plication has a different view on reality depending on its use cases. It is the task of
humans to convey exactly those views to applications which are necessary for them to
fulfill their specific purposes in an optimal way. Generally, this process is called con-
ceptual schema modeling.

Now since identical entity types of the real world (like streets, buildings, etc.) are
observed from different application perspectives, there are multiple conceptual sche-
mas about the same real world phenomena, potentially bearing contradictions.

On the basis of these multiple conceptual schemas, different institutions and com-
panies are capturing their data. Consequently, one and the same real world object, like
for example the Fifth Avenue in New York City, is available in multiple representa-
tions in different geospatial databases. These multiple representations are often incon-
sistent and thus severe problems can occur if they have to be processed together, i.e. if
they have to be combined during data analysis or if updates have to be forwarded
from one representation to a corresponding one.

1.2 Approach of This Work

Generally, the approach of this work is based on the idea to build up explicit relations
between multiple representations, i.e. between corresponding digital instances of
different geospatial databases which have been captured according to different con-
ceptual schemas. These relations have to describe, how consistent/inconsistent two
corresponding representations are with respect to geometry, topology or thematic
properties. Within this work, they are called Multi-Representational Relations or
MRep Relations in short.

Thus, a formal structure has to be built up for MRep Relations at first. Afterwards,
MRep Relations must be generated for real data which are available in multiple repre-
sentations. In our case, we investigate street data from ATKIS and GDF which are
using differing conceptual schemas to describe street objects. By analyzing the MRep
Relations and especially the affiliations of the instances constituting corresponding
representations to object classes in their source schemas (i.e. ATKIS and GDF),
schema similarities can be detected (see Fig. 1).
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Fig. 1. The basic assumption of our approach is that we can derive correspondences between
different conceptual schemas by analyzing the MRep Relations which have been created for the
underlying data sets (after [17]).

1.3 Outline of This Article

The paper is organized in 5 sections. In the following section 2 related work concern-
ing the identification of corresponding elements in different databases is presented.
Section 3 describes the basis of the proposed approach which consists of modeling
and building explicit links between multiple representations. In section 4, the data-
driven schema matching and its results are explained in detail. Finally, section 5 con-
cludes this paper and gives and outlook on future issues.

2 Related Work

The problem of identifying corresponding elements in different, inconsistent databases
has been investigated from different perspectives. For this work, especially the re-
search in the fields of geospatial sciences and in the database domain is of importance.

Regarding GIS, many approaches to overcome semantic heterogeneities have been
made using ontologies or semantic mappers (translators). Moreover, the issue of how
to match and how to merge spatial data instances stemming from different sources has
been addressed. In the database domain, basically similar problems were encountered.
Research activities here rather focused on schema integration and schema matching as
well as on the detection of duplicate objects in different databases, however without
regarding the spatial component.

2.1 Research in the GIS Domain

One of the most important topics regarding research in GIS is concerned with the
question of how interoperability between spatial information systems can be achieved.
Many approaches deal with the semantic integration of different concepts about real
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world objects using ontologies. For [16], semantic integration is similar to a commu-
nication process since two partners who want to communicate have to have the same
understanding about the things or objects they are talking about. For this reason, they
must use a common vocabulary. However, in reality, different GIS communities are
using different vocabularies, but the differences between these vocabularies are not
clear. For this reason, we can use ontologies to provide an explanation for “the in-
tended meaning of a formal vocabulary” [9]. To describe the meaning of such a for-
mal vocabulary consisting of entities, classes, properties and functions related to a
certain view of the world, ontologies use a specific vocabulary themselves (like RDF,
UML, OWL, etc.), with which concepts and relations between them (like part-of, is-a,
is-similar-to, etc.) can be expressed. Ontologies can be “a simple taxonomy, a lexicon
or a thesaurus, or even a fully axiomatized theory” [8].

In [8], an architecture for Ontology-Driven GIS (ODGIS) is proposed. Here, on-
tologies are translated into classes which are stored on an ontology-server that can be
browsed by users. Thus, for each entity type of the real world like “lake”, its roles
(e.g. geographical region, recreation area), its attributes (e.g. acidity, water volume),
its functions (e.g. fishing, swimming) or its parts (e.g. beach, cove) can be displayed.
If the user selects a certain ontological description and a certain geographical region,
mediators are started and look for data instances (e.g. all lake objects) in the affiliated
databases that comply with the search criteria. The authors consider their approach to
be flexible and for this reason opposed to standardization efforts.

As [10] see it, two cases have to be considered concerning the integration and in-
teroperability of spatial databases:

1. Conceptual schemas are based on the same ontology: merely synonyms and homo-
nyms have to be detected to perform an integration.

2. Conceptual schemas are based on different ontologies (of different communities): a
shared ontology has to be found by analyzing the similarities and relations between
the source ontologies.

For the latter case, the authors are presenting a formalism for the representation of
ontologies by means of Description Logic (DL). Each user community can define its
perception of an object using the specified DL and then different ontologies can be
related and merged using a reasoning system.

Another example on how to integrate different semantics of spatial data is provided
by [3]. The approach consists of two components, the Semantic Wrapper and the
Semantic Mapper. Objects of different spatial databases are wrapped by the Semantic
Wrapper and have to conform to a predefined interface so that they can be recognized
by the Semantic Mapper. This interface is specific for a certain application domain
like transportation, topography, etc. On the level of the Semantic Mapper, the seman-
tics of two objects can be compared and the schematic and semantic differences be-
tween them can be resolved.

A similar concept is described in [13]. The author proposes semantic reference sys-
tems (in addition to spatial reference systems) that provide a framework allowing
standardized semantic transformations (in addition to coordinate transformations of
geometric data) between thematically differing spatial data sources As a result, an
ontology mapping can be created. In [20], integration is basically seen as a product
operation of different spatio-thematic layers and an algebraic model for the construc-
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tion of these products is set up. As a prerequisite, the different thematic classes of the
spatio-thematic layers have to be related by human activity. A prototype is presented
that allows integrating different land cover data sources on the basis of the developed
algebra.

Besides the efforts dealing with the integration of different semantic concepts, im-
portant research has been carried out in the field of matching corresponding object
instances or multiple representations, respectively, which are stored in different geo-
spatial databases. For example, [1] has implemented an approach for matching street
network nodes of two different GDF datasets which have been acquired by different
companies (NAVTEQ and TeleAtlas). The algorithm developed here is based on the
idea of describing intersections of streets, i.e. nodes of a street network, by an explic-
itly defined code. The code consists of point coordinates and the number, abbrevia-
tions and names of incident streets. For each intersection, such a code is created. By
comparing the codes of the intersections within the different GDF data sets and by
assigning the intersections with the most similar codes to each other, references can
be derived.

A fundamental, line-based matching approach for street network data of ATKIS
and GDF has been presented by [18]. In a first step, the algorithm finds all potential
correspondences of topologically connected line elements in two source data sets by
performing a buffer operation. The matching candidates are stored in a list. This list is
ambiguous and typically contains a large amount of n:m matching pairs. Then,
unlikely matching pairs are identified and eliminated using relational parameters like
topological information and feature-based parameters like line angles. The result is a
smaller but still ambiguous list with potential matching pairs. These matching pairs
are evaluated with a merit function in order to compute a unique combination of
matching pairs which represents the solution of the matching problem. This is a com-
binatorial problem which is solved with an A* algorithm.

The problem of spatial data conflation (or merging) is for example being tackled
by [4]. The merging process is defined here as “feature deconfliction”, where all parts
of a matched feature pair are unified into a single “better” feature. The conflation
algorithm has to decide, which properties are preserved in the resulting instance. In
their approach, the authors are also taking into account the data quality information of
the corresponding instances.

2.2 Research in the Database Domain

In this section, three research fields of the database domain that are of relevance for
our work are presented: schema matching and schema integration as well as duplicate
detection for data cleansing purposes.

As mentioned before, schema matching can be defined as the process of detecting
semantically similar elements of two schemas. Its application domains are manifold,
covering e.g. data warehouses or web-oriented data integration, etc. but most impor-
tantly schema integration. There are different types of techniques with respect to
schema matching. It can either be merely schema-based, only taking into account
schema-level information like names, descriptions, data types, relationship types
(part-of, is-a, etc.), constraints and schema structure whereas other approaches are
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also investigating instance data. Furthermore, only individual schema elements can be
assigned to each other or combinations of elements (schema structures) can be
matched [14].

If schema matching is performed manually, it is a time consuming process and
therefore it should be automated as much as possible. For this purpose, [7] have
built up a library of different match algorithms (called “matchers”). For example,
they use

e Simple matchers: String matching techniques like n-gram (strings are compared
according to sequences of n characters), edit distance (computation of the number
of edit operations necessary to transform one string into another), etc. and

e Hybrid matchers: Matching operations which are using a fixed combination of
matchers to improve the match result, e.g. a combination of n-gram and edit dis-
tance or a combination of name and data type matching, etc.

They further exploit results of previous matches since they assume that many
schemas are identical or at least very similar. Suppose we have already derived match
results between schemas S1 and S2 as well as between schemas S2 and S3. If we
know that S1 and S2 are very similar, than we can easily reuse the available match
results to obtain a match result between S1 and S3, assuming a transitive nature of the
similarity relation between the elements. Finally, all results of the different matchers
(i.e. simple and hybrid matchers as well as the results of previous matches) are com-
bined to compute a total similarity. The authors have evaluated their approach on real
world schemas and achieved promising results.

Schema integration is the process of building an integrated schema from existing,
independently developed local schemas, thus providing a global conceptual schema
for all data available within a federated database system [6]. Different kinds of con-
flicts have to be resolved during the integration phase, e.g. description conflicts (like
conflicts because of different ranges of values or different numerical accuracies for
identical attributes), conflicts due to different data models (e.g. object-oriented versus
relational concepts) or also structural conflicts (like different representations of class
properties, on the one hand as attributes of a class or on the other hand as references
to subclasses). In [6], different techniques to accomplish schema integration have
been briefly discussed. Most methods use so-called assertions or inter-schema corre-
spondences, respectively, as a basis for schema integration. Such correspondences can
be derived using schema matching. On the basis of assertions, integration rules spec-
ify how corresponding schema elements have to be integrated.

With regard to data cleansing, the identification of instances in different databases
that represent the same real world object is important to guarantee a high data quality.
However, this is a difficult task. Especially the detection of corresponding elements in
semi-structured data sets like nested XML data involves problems. They are dealt
with in [19]. The authors apply a threshold-based similarity function which relies on
the edit distance measure in order to identify corresponding string objects. To reduce
the number of edit distance computations which are very expensive, different filter
methods have been implemented. Thus, corresponding instances and structures can be
identified efficiently.
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3 Modeling and Building MRep Relations

According to [15], “geographic data set integration (or map integration) is the process
of establishing relationships between corresponding object instances in different,
autonomously produced, geographic data sets of a certain region.” Following this no-
tion, it is our goal to set up a model in order to be able to explicitly describe the rela-
tions between multiple representations in GIS, which we call Multi-Representational
Relations or MRep Relations. Consequently, in the following sections first the struc-
ture of MRep Relations is defined. Then, on the basis of the developed model, we build
up MRep Relations between street data sets of ATKIS and GDF.

3.1 The Structure of MRep Relations

Basically, multiple representations could only be linked using bidirectional refer-
ences. However, in our research we want to collect more information about the rela-
tions between corresponding representations. For this reason, we have to explicitly
define a formal specification of possible MRep Relations. The information stored in
MRep Relations can then be exploited for deriving semantic correspondences be-
tween object classes of different schemas.

First of all, the identifiers of those instances which make up a representation in
data set A as well as the identifiers of the instances constituting the corresponding
representation in data set B have to be specified and so the cardinality of an MRep
Relation can be implicitly deduced. It can either be 1:1, I:n, n:1 or n:m.

Furthermore, the degree of similarity between two corresponding representations
has to be determined and stored in an MRep Relation. Since geospatial objects do
have a geometric, a topological and a thematic component, similarities between repre-
sentations can be assessed on these three levels. However, within this work, only
geometric and topological similarity indicators were generated. Since we used linear
street data, appropriate geometric similarity measures based on the comparison of
angle and length differences and also distance values like the average line distance
and the Hausdorff distance were introduced. Topological similarity was detected
using adjacency relations of corresponding street representations. Finally, the differ-
ent partial similarity measures were aggregated into a total similarity value. This was
done using a simple weighted sum approach where the absolute values of the individ-
ual similarity measures were first divided into 7 classes from O (lowest similarity) to 6
(highest similarity) to obtain so-called evaluation values. Then, each evaluation value
was weighted with a factor. The weight factors were specified on the basis of the
operator’s expertise regarding the influence of the different partial similarity values
on the total similarity. The total similarity value was normalized onto an interval
ranging from O to 100 units, with 100 representing the highest similarity. The aggre-
gation of similarity measures is a difficult problem that can be further optimized
within our approach, e.g. using machine learning techniques (see e.g. [2]).

Besides the similarity values, MRep Relations have to provide further information.
For schema matching purposes, especially the affiliations of the instances of a repre-
sentation to certain object classes of the source schema has to be known. There are
more attributes belonging to MRep Relations like comparisons of data quality pa-
rameters but they can be neglected here since they are out of the scope of this paper.
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MRep Relations are stored and exchanged using an XML-based format called Mul-
tiRepresentational Relation Language (MRRL) which was specified within this work. The
following extract of MRRL shows the basic structure of an MRep Relation (see
Fig. 2).

<mreprelation>
<attributes>
<general_atts>
<source_ids>atkis.349;</source_ids>
<target_ids>gdf.826;gdf.827; </target_ids>
<cardinality>1 : 2</cardinality>
<total_similarity>90,56</total_similarity>
</general_atts>
<semantic_atts>
<source_classes>Lane; </source_classes>
<target_classes>Intersection;Road;</target_classes>
</semantic_atts>
<geometric_atts>
<length_difference>13.84</length_difference>
<avg_line_distance>8.83</avg_line_distance>
<hausdorff_distance>11.45</hausdorff_distance>

</geometric_atts>
<topologic_atts>...</topologic_atts>...

</attributes>
</mreprelation>

Fig. 2. Part of an MRRL instance file displaying some structural elements of an MRep Relation

3.2 Generating MRep Relations for Real Data

For two structurally similar test areas in the inner city of Stuttgart/Germany, each
about 4 square kilometers in size, street data sets of ATKIS and GDF were available
in multiple representations. The ATKIS object instances either were associated with
the classes “Strasse” (“Street”), “Fahrbahn” (“Lane”) or “Weg” (“Way”’), whereas the
object instances of GDF consisted of three types of Road Elements: Road Elements
which belonged to a complex feature of the object type “Road” (ROAD), Road Ele-
ments which belonged to a complex feature of the object type “Intersection” (ISEC),
or Road Elements which did not belong to a complex class (RDEL).

In order to reduce the global geometric deviation between the data sets to be
matched, a rubber-sheeting transformation was applied at first. For the acquisition of
MRep Relations, a semi-automatic software, the so-called Relation Builder Toolbox,
has been developed (see Fig. 3). It has been implemented within the framework of the
publicly available Java-based GIS environment JUMP [12]. Using this tool, a human
operator can manually select the instances of corresponding representations by ana-
lyzing mainly geometric and topological, however also a few thematic criteria (like
road category, etc.; street names were not available for ATKIS data and thus could
not be used). For the matching, the operator is provided with a set of rules that are
necessary in order to achieve replicable results amongst different operators. One of
these rules says that 1:1 matching pairs (MRep Relations) should be generated when-
ever possible, even when two structures consisting of multiple road segments are
unambiguously the same and could be assigned to each other as a whole (see Fig. 4.1,
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case 1). If no equivalent segments can be clearly identified, the representations have
to be extended as long as a match is recognizable, even though one representation
might be topologically split (see Fig. 4.1, case 2). MRep Relations also have to be
built in cases where the geometric deviation is rather strong but the topological situa-
tion speaks for equivalence (see Fig. 4.1, case 3). The rules for the operator also com-
prise specifications on how to handle different matching cases: Fig. 4.2 first shows the
normal case where I or n road segments of data set a are matched to I/ or m road
segments of data set b. However, in the test data sets other matching types occurred:
there is also a mixed case in which a node exists in one representation that has 3 inci-
dent edges, and additionally a separate case, where 2 topologically separate represen-
tations of data set a have to be assigned to only one corresponding representation in
data set b. In the latter cases, an average line geometry has to be calculated from the
source representations so that the geometric similarity measures can be derived.

It has to be pointed out that the rules for building MRep Relations can only hardly
be formalized and rather have to be understood as guidelines since there are often
ambiguous cases which can only be solved by the intellectual skills of the operator. If
a clear formalization was possible, the development of automatic matching methods
would be more successful.
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Fig. 3. The Relation Builder Toolbox allows selecting corresponding representations and auto-
matically calculates MRep Relations between them
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In order to express the degree of ambiguity of a matching process, the operator can
also give his personal estimation concerning the reliability of the performed match at
the end of the matching process. If a match is finally confirmed, an MRep Relation is
built automatically, i.e. its attributes like the different similarity measures etc. are
calculated by the software. Once an MRep Relation has been set up, the instances
taking part in the relation are colored differently and they cannot be assigned to other
representations anymore.

3.3 Results of the Matching Process

The generation of MRep Relations or the matching process, respectively, yielded the
following results (see Table 1): Altogether, about 11.1% of the ATKIS and 10.3% of

Table 1. Results of the matching process for the two test areas

Matching cardinality Test area 1 Test area 2
ATKIS GDF
1 1 512 (69.28%) 427 (65.09%)
1 n 111 (15.02%) 92 (14.02%)
n 1 62 (8.39%) 72 (10.98%)
n m 54 (7.31%) 65 (9.91%)
Total number of
MRep Relations 10 606
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the GDF instances in test area 1 and about 19.6% of the ATKIS and 17.2% of the
GDF instances in test area 2 did not have a counterpart in the other data set. Conse-
quently, for these instances no MRep Relations could be built. All other instances
could take part in an MRep Relation. There were 739 MRep Relations for test area 1
and 656 for test area 2. The statistics about the cardinalities of the matches are de-
picted in Table 1: about two thirds had a cardinality of 1:1, approximately 25% were
1:n, and the rest were n:m.

4 Deriving Schema Correspondences

The basic assumption of the schema matching approach is that if instances of one data
set belonging to a certain object class in schema a are mainly assigned to instances of
another data set belonging to a certain object class in schema b, we do have clear
evidence for a semantic correlation of the respective object classes of the different
schemas (see Fig. 5).

E' schema a semantic schema b E'

correspondences

|—| street *------- ]_;T_ """" > road |—|

1 L1

street A <> road Y

street B <> road Z ¢

<«

instances of a MRep Relations | Instances of b

Fig. 5. Basic idea of the schema matching approach: by analyzing the affiliations of corre-
sponding instances to object classes in their source schemas, semantic correlations between the
respective object classes can be deduced

In the following sections, the approach is explained in detail. First, the different
types of class correspondences which can be deduced from MRep Relations are
illustrated. Then, the process of calculating correlation measures between object
classes of different schemas based on the analysis of MRep Relations is explained.
Finally, the results of the data-driven schema matching approach are presented and
discussed.

4.1 Categories for Class Correspondences Within MRep Relations

Since a digital representation of a real world object can consist of one or more indi-
vidual instances, it is possible that it is not only composed of instances belonging to
only one object class but of instances of different classes. For this reason, we have to
differentiate three categories of possible class correspondences within MRep Rela-
tions (see Fig. 6).
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Fig. 6. The three categories for possible class correspondences within MRep Relations

If we have two corresponding representations each only composed of instances be-
longing to exactly one class, the conclusion regarding the matching of object classes is
non-ambiguous. However, if the instances of one representation originate from differ-
ent object classes of their source schema whereas the other representation is homoge-
neous, this case implies ambiguities and is called simply mixed according to our termi-
nology. The last category doubly mixed describes the situation where both representa-
tions are constituted by instances which stem from heterogeneous object classes.
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Legend: RDEL = Road Element | ROAD = Road | ISEC = Intersection
4 Strasse = Street | Weg = Way | Fahrbahn = Lane " r"
Cloze Export

Fig. 7. Class combinations within MRep Relations for test area 2

Fig. 7 shows all class combinations of the different correspondence categories
which appeared in test area 2 along with the cardinalities of the MRep Relations. For
example, it can be seen (see area included by the dashed line) that within 429 MRep
Relations, Street (Strasse) objects of ATKIS could be unambiguously assigned to
GDF Road FElements. 333 of the 429 MRep Relations had a cardinality of 1:1, 42 of
1:n (1 Street : n Road Elements), etc.

4.2 Calculating Correlation Measures

Having determined the class combinations within MRep Relations of the two test
areas, the correlation measures between the object classes of ATKIS and GDF can be
derived. The calculation process consists of two steps:
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1. First, all MRep Relations in which instances of one class take part have to be con-
sidered. The total number of these MRep Relations (e.g. 636 for test area 1 regard-
ing instances of the GDF Road Element class, see Table 2 below) is taken as
100%. Then, the proportion of each class combination type with respect to this to-
tal number is determined. For example, the combination Road Element—Way (Weg)
occurs 67 times in test area 1. This corresponds to 10.53% of all 636 class combi-
nations of Road Element.

2. In the second step, all class correspondences of the mixed types have to be recalcu-
lated in order to derive only unambiguous correlation values for the object classes.
Here, a simple approximation was used assuming an equal distribution within the
different class combinations. Thus, for instance, the class combinations between
{Road Element— Street/Way } which could be found 31times in both test areas alto-
gether (see Table 2) were counted in equal shares (15,5 each) for the unambiguous
class combinations {Road Element — Street} and {Road Element — Way}. This
method lead to the results shown in Table 3 for the Road Element class of GDF.

Table 2. Results of the first step in calculating correlation measures between object classes
regarding the Road Element class of GDF

Correspondences of Test area 1 Test area 2 Sum

Road Element
Road Element — Street 526 (82.7%) | 429 (75.26%) | 955 (79.19%)
Road Element — Way 67 (10.53%) | 107 (18.77%) | 174 (14.43%)
Road Element — Lane 15 (2.36%) 5 (0.88%) 20 (1.66%)
Road Element — Lane/Street 1(0.16%) - 1 (0.08%)
Road Element — Street/Way 18 (2.83%) 13 (2.28%) 31 (2.57%)
Road Element/Intersection—Street | 4 (0.63%) 5 (0.88%) 9 (0.75%)
Road Element/Intersection —Lane 1 (0.16%) - 1 (0.08%)
Road Element/Road — Street - 4 (0.7%) 4 (0.33%)
Road Element/Road — Lane 3(0.47%) 4 (0.7%) 7 (0.58%)
Road Element/Road — Lane/Street 1(0.16%) 3(0.53%) 4 (0.33%)

Total number 636 570 1206

Table 3. Results of the second step: unambiguous correlation measures for the Road Element

object class of GDF

Correlations of Road Element

Total values

Road Element — Street

978.5 (81.98%)

Road Element — Way

189.5 (15.88%)

Road Element — Lane

25.5 (2.14%)

Total number

1193.5

4.3 Final Schema Matching Results

If both steps for the calculation of semantic correlation measures described in the
previous section have been carried out analogously for all object classes under con-
sideration, we receive the final result of the data-driven schema matching (see Fig. 8).
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ATKIS 94.86% GDF
Street Road Element

81.98%

100%

Lane Intersection

Fig. 8. Correlations of ATKIS classes (——>) and GDF classes (= —») as derived by the data-
driven schema matching (all MRep Relations considered)

As it can be seen, some significant inter-schema correspondences could be de-
tected. For example, all ATKIS Way representations were only assigned to represen-
tations of Road Elements. Applying a set-based terminology here, we can say that the
Way object class is semantically included in the Road Element class (Road Element ©
Way). Furthermore, no Road or Intersection representations have been matched with
Way objects and vice versa. Thus, these object classes can be considered as being
disjoint (Intersection # Way, Road # Way). For all other correlations semantic over-
laps can be observed (e.g. Road m Lane, Road Element n Street) with the degree of
overlap varying from very high (like Street—Road Element) to very low (like
Street—Road). Obviously, no equivalence relations of the type Classaris = Classgpr
could be detected between the investigated object classes. For human operators, the
results of the schema matching approach seem to be reasonable, i.e. knowing the
semantics of the schemas or the object classes investigated, respectively, the corre-
spondences found can basically be confirmed.

In a second variant of the data-driven schema matching approach, only those MRep
Relations were analyzed which showed a total similarity value larger than 80, i.e. only
the matchings on the instance level which were highly reliable have been incorporated
in the calculation process. Thereby it should be investigated if the correlations on the
schema level are more distinct if the correspondences between multiple representations
are clearer. Actually, this assumption could be validated, as the results of Fig. 9 show.
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ATKIS 97.13% GDF
Street > Road Element

Lane Intersection

Fig. 9. Correlations of ATKIS classes (——>) and GDF classes (= —>) as derived by the data-
driven schema matching (only MRep Relations with a total similarity > 80 considered)

5 Conclusion and Outlook

The goal of this research was to find semantic correspondences of elements belonging
to different spatial schemas, namely object classes from GDF and ATKIS. For this
purpose, explicit relations, so-called MRep Relations, were designed in order to con-
nect corresponding representations on the instance level. They facilitate the descrip-
tion of the consistencies and inconsistencies that exist between multiple representa-
tions of geospatial objects. However, MRep Relations can up to now only be built for
points or linear objects and they are only applicable to features of approximately the
same scale. It is an open question if solutions for the multi-scale problem can also be
achieved by the MRep Relation approach, but generally geometric and topological
differences become the stronger the more the scales differ and thus the detection of
correspondences might be even more difficult.

For two test areas, MRep Relations have been derived for street data sets of ATKIS
and GDF. By analyzing the affiliation of the instances of corresponding representa-
tions to object classes of their source schema, values reflecting the correlation be-
tween object classes on the schema level could finally be deduced. One advantage of
the proposed approach is that the schema matching can be carried out fully automati-
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cally if MRep Relations exist. Another merit results from the fact that no knowledge
about the schemas to be matched is required within the process since it is only data-
driven.

In the near future, the proposed approach shall also be applied to detect correspon-
dences between different attributes and between schema element combinations, i.e.
schema structures. To achieve further progress, we are aiming at a combination of
multiple schema matchers as it was proposed by [7], leading to a refinement of the
matching process. It is also planned to derive MRep Relations in a more automatic
way using matching algorithms similar to the ones applied by [18] in order to reduce
human interaction during the process.

The results of the data-driven schema matching shall particularly enhance schema
integration procedures. For this reason, methods have to be found that exploit the
information delivered by the proposed schema matching process for the generation of
a global schema. Regarding object oriented data models, an approach called upward
inheritance is well suited and can be applied on top of the data-driven schema match-
ing method. It takes inter-schema correspondences (or assertions) between object
classes from different schemas — as they are produced by the presented approach — as
an input. All object classes of the schemas to be integrated including their subclass
relations are then transferred into the global schema. If there is an equivalence rela-
tion between two classes of the different schemas, they are merged into one class
within the global schema. If one is included in the other, they are represented as su-
perclass (including class) and subclass (included class) in the federated schema. Fi-
nally, when they are disjoint or when they overlap a new, common superclass is
introduced in the global schema from which the disjoint or overlapping classes are
derived (see [5]). Besides their application for schema integration, the results of the
schema matching approach can — according to [14] — also be used for schema map-
ping, i.e. for the process of transforming data from a source schema into a target
schema.

Furthermore, MRep Relations are not merely restricted to schema matching appli-
cations, but they can also be exploited to perform an analysis of data sets containing
multiple representations. First attempts have been made in this direction, trying to
achieve a shortest path analysis on street networks in multiple representations. The
basic scenario here is that we have two network graphs a and b which are partially
overlapping. We now want to find the shortest path from a starting point in graph a
(that has no corresponding representation in graph b) to a target point in graph b (that
has again no counterpart in graph a). If we take into account the MRep Relations
which have been created for the representations in the overlapping area of the graphs,
a change from one graph to another can be realized.

Additionally, MRep Relations can be seen as a basis for the update of correspond-
ing representations within a federated database system. Assuming that an object
which is taking part in one or more MRep Relation(s) is changed, using backward
references from the changed object to the MRep Relation(s) that belong(s) to it, all
corresponding representations available within the federated system can be detected
and updated. Using the information stored in an MRep Relation, hints about the algo-
rithm that has to be applied in order to perform the update correctly can be deduced,
e.g. if we have a high geometric similarity of two corresponding representations, the
algorithm could just assign the new geometry of the altered object as the new geome-
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try of the object to be updated. Similarly, the content of an MRep Relation can also be
analyzed for the conflation (merging) of corresponding, multiple representations into
one single, “superior” representation, e.g. if the deviation of the position accuracy of
two representations is low, the geometry of the resulting representation could just be
the “mean” (average) geometry.
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Abstract. How can the usability of distributed and heterogeneous geographic
data sets be enhanced? Semantic interoperability is a prerequisite for effectively
finding and accessing relevant data in different application contexts. By using
geospatial domain ontologies and semantic annotations of geodata based on
these ontologies semantic interoperability can be achieved. However, since no
automated methods for the semantic annotation of geodata exist this remains a
laborious task, which data providers are neither willing nor capable to perform.
In this paper we propose a method for automating the annotation process based
on spatial relations. At the domain level, spatial relations play an important role
for defining and identifying geospatial concepts. At the data level, spatial rela-
tions may be expressed through spatial processing methods, as we can calculate
relations like topology, direction or distance between two spatial entities. We
show how this potential can be exploited for automating the semantic annota-
tion of geodata. The approach is illustrated by introducing a case study for an-
notating data containing representations of floodplains.

1 Introduction

Distributed and heterogeneous geographic data sets have a great potential for applica-
tions ranging from environmental planning to emergency management or
e-commerce. However, even though syntactical standards for Spatial Data Infrastruc-
tures (SDIs) already enable the retrieval and multiple exploitation of geodata (cf. [1]),
still many problems impede efficient usability. Being able to assess semantic interop-
erability is a precondition for effectively finding and accessing relevant data in differ-
ent application contexts. One of the shortcomings of current SDIs is the missing sup-
port for this assessment.

An important means for achieving semantic interoperability are ontologies, which
capture consensual knowledge and formalize this knowledge in a machine-
interpretable way [2]. In SDIs, ontologies can be employed for making the semantics
of the information content of geospatial web services explicit. In [3, 4] we have
shown how ontologies can be used to realise semantic matchmaking during service
discovery and retrieval. The backbone of our approach is an infrastructure of geospa-
tial domain ontologies and semantic annotations of the geodata. Domain ontologies
represent the basic concepts and relations to which all members of an information
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community commit. They provide the foundation on which the geodata is semanti-
cally annotated. The common commitment ensures semantic interoperability [5].

So far, no automated method for the semantic annotation of geodata exists. Manual
annotation is difficult, time consuming, and expensive and data providers who are no
ontology engineering specialists will be neither willing nor capable to perform it. We
propose a method for automating the annotation process that relies on the specific
characteristics of geographic information.

Spatial relations between entities are characteristic for geographic information and
they are often as important as the entities themselves [6]. In geospatial domain on-
tologies, taxonomic and non-taxonomic relations are used to define concepts of the
physical world and to differentiate between them. At this level, spatial relations play
an important role for defining and identifying spatial concepts, but when reasoning
about these concepts, spatial relations are not treated differently from other non-
taxonomic relations. At the data level though, the spatial relations may be expressed
through spatial processing methods, as we can calculate e.g. the topology, direction or
distance between two spatial entities. In this paper we illustrate how this potential can
be exploited for the semi-automatic semantic annotation of geodata.

In this paper we focus on spatial relations. In our future work, the approach will be
extended to include spatial attributes and non-spatial characteristics. The approach is
illustrated by introducing an example (“annotating data containing floodplains”) and
consists of the following steps:

e Extract all concept definitions from the geospatial domain ontology that con-
tain spatial relations.

¢ Translate spatial relations (e.g. adjacent to) into a corresponding spatial analy-
sis method, which is implemented as a sequence of GIS operations.
Apply these spatial analyses on the geodataset to be annotated.
Identify sets of spatial entities that share a characteristic set of relations and
can then be referenced to the corresponding geospatial concept.

The remainder of the paper is structured as follows. We first introduce a motivating
example to clarify in what context we refer to semantic annotation and why we think
a method for automating the process is needed (section 2). In section 3, spatial rela-
tions are discussed with respect to their role in the semantic annotation process. In
section 4, we illustrate the general idea by conducting a walk-through the annotation
process and continue with explaining the proposed method in detail. Section 5 pro-
vides an overview on related work. Finally, we discuss the approach and identify
some future work (section 6).

2 Motivation: Ontology-Based Discovery and Retrieval of GI

Ontologies can be applied for making the semantics of the information content of
geospatial web services explicit in order to enhance geographic information (GI)
discovery and retrieval in geospatial web service environments [4].

In the following we introduce an example to illustrate our approach for solving
semantic heterogeneity problems in SDIs and to describe the semantic matchmaking
mechanism which underlies the ontology-based discovery and retrieval.
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2.1 Example “Floodplain”

Floodplains are crucial elements for the task of flood management. They serve as a
natural water retention area after a river broke its banks during a flooding event. If
sufficient area along the river banks has the function of a floodplain, some of the
river’s water load will “naturally” be absorbed and the flooding event will be less
critical for populated areas that lie further downstream.

Floodplains can be looked at from several different perspectives: “To define a
floodplain depends somewhat on the goals in mind. As a topographic category it is
quite flat and lies adjacent to a stream; geomorphologically, it is a landform com-
posed primarily of unconsolidated depositional material derived from sediments being
transported by the related stream; hydrologically, it is best defined as a landform
subject to periodic flooding by a parent stream. A combination of these [characteris-
tics] perhaps comprises the essential criteria for defining the floodplain"[7].

We will use this definition for formalizing the concept of a floodplain in our geospa-
tial domain ontology. It is important to note, that the relation lies adjacent to is inter-
preted in the sense of “near or close to but not necessarily touching” (WordNet 2.0").

2.2 Semantic Heterogeneity Problems

In order to avoid future flooding disasters, the planning department of a city council
has decided to identify potential areas in the district that may be re-designated as
floodplains. The task of John, the planner in charge, is a) first to find data that con-
tains the relevant information (discovery) and b) to access this data and retrieve the
information (retrieval).

In current standards-based catalogues users can formulate queries using keywords
and/or spatial filters. The metadata fields that can be included in the query depend on
the metadata schema used (e.g. ISO 19115) and on the query functionality of the
service that is used for accessing the metadata. Even though natural language process-
ing techniques (e.g. [8]) can increase the semantic relevance of search results with
respect to the search request, keyword-based techniques are inherently restricted by
the ambiguities of natural language. As a result, keyword-based search can have low
recall if different terminology is used and/or low precision if terms are homonymous
or because of their limited possibilities to express complex queries [9].

For example, if John uses “floodplains” as a keyword he may fail to find existing
Web Feature Services (WFS) that offer information on floodplains, because their
metadata description uses a different terminology. Furthermore, he might also dis-
cover data sources that are annotated with this keyword but not appropriate for an-
swering his purposes, e.g. a service providing areas that are officially appointed and
protected for having the function of a floodplain according to national legislation.
Another obstacle often encountered is missing metadata entries. In that case a suc-
cessful search will not be possible at all.

Once John has discovered a dataset and wants to access it via its WFS interface, he
faces yet another major difficulty. The DescribeFeatureType request [10] returns the
application schema for the feature type, which is essential for formulating a query
filter. John now runs into trouble if the property names are not intuitively interpret-

! http://wordnet.princeton.edu/cgi-bin/webwn/
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able or if the feature type “floodplain” is not explicitly stored in the schema. In our
example, it might be sufficient to offer John a natural language description for each
property. However, our work is aiming at automating the process of discovery and
retrieval and this makes a machine-interpretable description of the properties indis-
pensable.

2.3 Semantic Matchmaking

Fig. 1 illustrates the matchmaking which underlies ontology-based discovery and
retrieval. The geospatial ontology contains the basic terms of a domain (e.g. geomor-
phology). It is assumed that all actors within a domain share a common understanding
of the concepts and relations provided at the domain level [5]. The information
sources, i.e. the geodata are annotated based on the concepts and relations provided in
the geospatial ontologies. In our example the information source is a geodataset that
contains polygons with land use attributes. John, the user of geospatial web services,
is looking for information sources that will answer his question. His query for “low-
lands adjacent to a river that are subject to flooding” is formulated based on a geospa-
tial ontology.

The semantic annotations of the geodata available are created in the same way as
John’s query and stored in a catalogue. Thus, John’s query concept becomes machine-
comparable to all geodata descriptions in this catalogue.

Geospatial ontology
{Geomorphology)

Ontology-based
annotation of the spatia
entity .floodplain®

Ontology-based
description of the query
concept floodplain”

machine-comparable

— T

I'want to find all
landunits that are
adjacent to river x and

are subject to flooding

ggb—*

Fig. 1. Ontology-based discovery of geospatial data

IJohn

As shown in [3] the integration of the matchmaking capability into SDIs over-
comes some of the semantic heterogeneity problems in service discovery and thus
leads to increased recall and precision.

However, in order for this approach to become widely accepted in the GI commu-
nity it is essential to provide methods and tools that support the user in creating
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semantic descriptions. So far, no automated method for the semantic annotation of
geodata exists. It remains a laborious task and data providers who are no ontology
engineering specialists will neither be willing nor capable to perform it.

3 Spatial Relations

In the geospatial domain, relations among spatial entities are often as important as the
entities themselves [6]. For example, for a farmer it is crucial to know that a planned
plantation is on lowland adjacent to a river. This implies that the plantation will
probably be covered by rising water once in a while and the farmer is well advised to
choose plants that may cope with these conditions. This makes the representation and
processing of spatial relations crucial in geographical applications.

Spatial relations have been classified in all possible various ways. We refer to a
classification provided in [11], where spatial relations are classified according to their
characteristic behavior in space.. Topological relations refer to properties like connec-
tivity, adjacency and intersection among geospatial entities. They stay invariant under
consistent topological transformation, such as rotation, translation, and scaling. Direc-
tion relations deal with order in space (e.g. north, east, south, and west). They are
based on the existence of a vector space and, therefore, are subject to change under
rotation, while invariant under translation and scaling of the reference frame. The
third major type of spatial relations is distance relation. They refer to the geographi-
cal distances among geospatial objects (e.g. A is close to B, X is very far from Y).
They reflect the concept of metric, thus change under scaling but stay invariant under
translation and rotation.

Inherent to all these relations is the vagueness and imprecision in natural language
expressions. Moreover, terminology and semantics of the relations varies across ap-
plication domains [12]. Consider for example the spatial relation adjacent taken from
our floodplain example. According to WordNet 2.0, adjacent has three slightly differ-
ent senses:

(1) nearest in space or position; immediately adjoining without intervening space;
(2) having a common boundary or edge; touching;
(3) near or close to but not necessarily touching;

For the interpretation of a floodplain as defined in section 2.1, the first two senses
are not applicable. Floodplains do not have to touch a river directly as long as the
intervening space does not prevent the rising water from flooding the area.

Attempts to capture the semantics of spatial relations have been undertaken from
both, the cognitive [13-15] and the mathematical viewpoint [16-19]. Still, there have
only been few attempts to link the formal models of spatial relations developed for
GIS with people’s intuitive understanding of spatial relations as expressed in natural
language [11]. Nevertheless, well-defined primitive operators like the Egenhofer
operators for topological relations [20] may be used as the backbone for the definition
of terms used in GIS and spatial query languages (cf. [21]).

Spatial relations are usually not explicitly stored together with geographic objects
but have to be inferred from the objects’ geometry [12]. By extracting them, hidden
information in geospatial data becomes explicit. Depending on the application do-
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main, some spatial relations may be more significant than others for identifying rele-
vant implicit information. For the enterprise of using spatial relations for identifying
concept characteristics in datasets, it will eventually be necessary to decide on a core
set of relations for the geospatial domain of discourse.

In the next section we describe how we want to exploit the potential of spatial rela-
tions in order to identify characteristic concept information for the semi-automated
annotation of geodata.

4 A Method for Automating Semantic Annotation

In this section we present a method for automating the semantic annotation of geo-
graphic datasets within a specific application domain. We first introduce the general
idea of using spatial analysis methods that are associated with spatial relations in
ontologies to derive annotations for datasets (section 4.1). We then use the case study
of annotating data containing floodplains to illustrate the different steps that eventu-
ally lead to the semi-automated creation of semantic annotations (section 4.2). In the
remaining subsections each of the building blocks of the suggested methodology is
presented in detail. These building blocks are:

e a geospatial ontology that defines spatial concepts based on their spatial rela-
tions and attributes (section 4.3);

¢ a method for associating the characteristic spatial relations in this ontology
with spatial analysis methods (section 4.4); and

e a reference dataset that is needed to calculate relationships between its well-
known reference entities and the unknown ones in the dataset to be annotated
(section 4.5).

In this paper we concentrate on the role of spatial relations to introduce the funda-
mental idea of our approach. We are aware, that in order to arrive at reasonable re-
sults, the approach will have to be extended to include other (non-spatial) relations
and (spatial and non-spatial) attributes, e.g. geometry, shape or extent, in the analysis.
This will be part of our future work.

4.1 Using Spatial Analyses for Creating Annotations

When reasoning about concept definitions that are (partly) based on spatial relations
(e.g. to infer subsumption relationships between them), the spatial relations are not
treated differently from other non-taxonomic relations. They simply represent implicit
domain knowledge about what it means to be an instance of that concept. This is
illustrated in Table 1, where the non-taxonomic relations a) “adjacentTo” and b)
“owner” produce the same behaviour for subsumption reasoning.

When dealing with concrete datasets, however, this implicit knowledge can be com-
pared with the inferred characteristics from the objects’ geometry, and the results of
this comparison can be used for annotation. This requires that each type of spatial
relation that has been identified on the domain level is associated with a spatial analy-
sis method (see Fig. 2 for an example). This method provides a formal definition of the
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semantics of the spatial relation. Note, that this definition is particular for the chosen
domain, because the interpretation of the relation can differ significantly depending on
the viewpoint (e.g. adjacent in section 3). A more detailed description on how spatial
relations are associated with spatial analysis methods is given in section 4.4.

Table 1. Two DL inferences, using spatial (a) and non-spatial relations (b)

(@ | Boathouse = House N3 adjacentTo.Waterbody

RiverBoathouse = House M 3 adjacentTo.River = RiverBoathouse E Boathouse

River E Waterbody

(®) | Palace = House N 3 owner.Nobleman

RoyalPalace = House N 3 owner.King = RoyalPalace E Palace

King E Nobleman

(a) (b)

v

Fig. 2. Using a spatial analysis method associated with the spatial relation adjacent to (a river)
to annotate the dataset shown in (a): In (b) a buffer is generated, in (c) the features intersecting
the buffer are selected as being “adjacent to the river”

4.2 Walk Through for the “Floodplain” Example

Jane is working at a company that produces thematic datasets for all kind of geographic
issues. The company owns a large database of geographic information and wants to
make this commercially available for more customers via a geospatial web services
environment. The semantic annotation for a specific domain view will consist of the
following steps. Before the automated process starts, Jane has to select the domain of
discourse. In our example, Jane wants to annotate her data for the geomorphology do-
main. The annotation procedure then consists of the following steps (Fig. 3):

1. All concept definitions that contain spatial relations are identified in the geomor-
phology ontology. From each of these concept definitions, the characteristic spatial
relations are extracted. This extraction (and the subsequent analysis) is “con-
trolled”, in the sense that the system will analyse the dataset by looking explicitly
for the concepts defined in the ontology (rather than performing an “uncontrolled”
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search for arbitrary patterns in the dataset). The process can be depicted as a deci-
sion tree, e.g. the system identifies a land unit L as a floodplain if L fulfils the fol-
lowing criteria:

e [ is adjacent to a river
e Lisflat
e L is at most 2 m higher than the adjacent river

2. For each spatial relation, the corresponding spatial analysis method will be ex-
tracted. For example, adjacent is implemented as a sequence of GIS operations
(section 4.4).

3. The GIS operations are applied to the geodataset to be annotated (AnnoDS). In
order to be able to calculate the relation R between two entities x and y (e.g. “x is
adjacent to some river”) a reference dataset (RefDS) with the well-known geometry
of y (e.g. all rivers) is required.

4. The spatial entities that meet the characteristic spatial relations of floodplains are
stored as the result of this analysis step.

5. Steps 2-4 are repeated for other characteristics that define the analysed concept. In
our example, this means that the flatness and difference in altitude compared to the
adjacent river also have to be tested.

6. The final result set is created by intersecting the result sets of all analysis steps. If
this result set contains a significant number of entities (which is greater than a cer-
tain user-defined threshold value), the geodata set will be annotated with “flood-
plains” in the description.

7. The result of the matchmaking process is finally presented to Jane for verification.
She is also asked for further information if necessary. The ontological description
is then automatically created.

Geospatial Ontology

(Geomorphology) Geospatial Ontology
(Geomorphology)
Floodplain o " River )
acacen 4 Floodplain adjacent River
|
existing ?

annofation
I

i
Implementation
i

i | Geospatial Ontolog
> ! (Geomorphology)
I
GIs
loperations
Reference Dataset

Floodplain T adjacent River

Dataset to

I
be annotated created

| annofation
. |

Yy —
Dataset to / / Dataset to

be annotated be annotated

Fig. 3. Procedure for (semi-) automated annotation of geodata
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4.3 Defining Geospatial Concepts Based on Characteristic Spatial Relations

What is special about geospatial concepts on the domain level? They describe geo-
graphic entities, i.e. entities that are associated with a geometry and a location relative
to the earth. In consequence, geospatial concepts stand in high complex relationships
to underlying physical reality and these relations may serve to define concepts and
distinguish between sub-concepts on the domain level. For example, floodplain might
be seen as a subconcept of meadow. One of the characteristics that distinguish flood-
plains from a meadow relies in the spatial relation of lying adjacent to a river. Such
characteristic relations have to be identified by a domain expert during the ontology
modelling process. For extracting the spatial characteristics of floodplains, we adopt
the definition of a floodplain introduced in section 2.1. In the following, we illustrate
how these can be used for formally defining the floodplain concept (1).

Vx (Floodplain(x) < Landunit(x) A HasSlope(x, Flat) A Jy [River(y) A
Adjacent(x, y) A lessThan(Difference(Altitude(x), Altitude(y)), 2)]) €))

Formula (1) states that all floodplains are landunits that are flat and adjacent to a
river, and whose altitude does not differ by more than 2 meters from that of the adja-
cent river (and that all such landunits are floodplains). For the presented method it is
important that all relations and attributes used in this definition can be inferred from
the dataset using some kind of spatial analysis method. Therefore, only the defining
spatial features of floodplains but not their non-spatial characteristics (e.g. being
subject to periodic flooding, being composed of sediments) are taken into account at
this stage. However, the non-spatial characteristics are an important part of the con-
cept definitions as well. They will be subject to different kinds of analyses in future
work in order to enhance the annotation results.

Some representational difficulties arise from the definition given in (1). The flood-
plain’s “lowness” can only be described with respect to the adjacent river. Such con-
cept interdependencies are often crucial for describing the semantics of a concept. For
example, we distinguish between different spatial entities due to physical processes
that lead to observable distinctions in the landscape (we can observe that some areas
adjacent to a river are flooded and some are not — depending on their altitude compared
to the river). For our approach, this means that the representation language chosen
must be expressive enough for describing these kinds of concept interdependencies.

Formal concept definitions like (1) constitute the ontological knowledge at the do-
main level. Each relation could now be implemented with an analysis method that
may be applied on the geodata. In the scope of this paper and to illustrate the idea we
concentrate on the spatial relation adjacent. Nevertheless, an exhaustive classification
algorithm for the concept floodplain would require the implementation of all relations
used in its definition.

4.4 Associating Spatial Analysis Methods with Spatial Relations

The association of relations in the ontology with spatial analysis methods can be done
in different ways. An analysis method can be associated as a “black box” containing
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the spatial relation it implements. This has the advantage that the description of the
method and thus the association with the spatial relation in the ontology is simple.
However, this also means that the implementation of the spatial relation is not trans-
parent to a service provider like Jane. It can be assumed that there are always a num-
ber of different possible implementations for one spatial relation, especially if one
takes into account more “fuzzy” relations like side by side instead of only precisely
defined ones like meet [20].

We therefore reject the possibility to represent the implementation as a “black box’
in favour of representing the analysis methods based on primitive operations defined
in the ISO 19100 series of standards and specifications of the Open Geospatial Con-
sortium (OGC). This strategy provides flexibility for adjusting the semantics of spa-
tial relations in different application domains by changing the underlying implementa-
tion (e.g. adjacent could also be implemented using other primitives). Moreover, this
implementation, and thus the semantic interpretation of a spatial relation remain
transparent to the user.

i

Table 2. Example for representing the implementation of a spatial analysis method (RefDS
represents the reference dataset, and AnnoDS the dataset to be annotated)

Reference Standards

: : : “adi 9
Algorithm for implementing “adjacent to some X and Specifications

select all features from RefDS where featureType = X Web Feature Service
create empty set A
for each selected feature f
A.add(f.geometry.buffer(d : Distance)) ISO 19107, ISO 19109
create empty set B
for each feature g in A
for each feature h in AnnoDS
if (g.geometry.intersects(h.geometry)) ISO 19107, ISO 19109
B.add(h)

return B

Table 2 shows an informal representation of an algorithm containing the spatial
analysis steps involved in implementing adjacent, which is based on the following
specifications and standards:

e The Web Feature Service (WFS) Implementation Specification [10] defines
the GetFeature operation for selecting features of a particular feature type.

e In ISO 19109 “Rules for Application Schema” [22] states that the geometric
characteristics of a feature are described by one or more spatial attributes
whose values are given by a geometric object (GM_Object) or a topological
object (TP_Object). We introduce the geometry attribute to refer to the geo-
metric representation of a feature.
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e [SO 19107 “Spatial Schema” [21] defines the notions of GM_Object and
TP_Object and a number of operations that can be applied to them. In our ex-
ample, we use the buffer operation, which returns a buffer polygon, and the in-
tersects operation, which returns a boolean value to indicate whether two ge-
ometries intersect.

4.5 Annotating a Reference Dataset

We have argued that spatial relations are especially useful for extracting implicit
information from geodatasets and that their characteristics make them a perfect candi-
date for the extraction of implicit information from geodata. However, if a concept
definition is based on a spatial relation to another geographic feature of a particular
type, it is necessary to first identify these related features. For example, for calculating
a relation like “adjacent to a river” the river features in the dataset (or in a different
dataset covering the same spatial extent) have to be known. This can be achieved by
providing reference datasets that have already been annotated. That is, the river fea-
tures in the reference dataset would already be associated with the river concept of
the domain ontology. One interesting question in this context is to what extent the
provision of reference datasets could be substituted by a recursive process (e.g. for
calculating the floodplain’s characteristic spatial relation “is adjacent to river”, the
system would first have to identify rivers in a dataset by calculating their spatial char-
acteristics and so on).

We propose to introduce a reference dataset for each geospatial domain ontology.
The role of a reference dataset in our example can be fulfilled by the national topog-
raphic map, e.g. ATKIS (Amtliches Topographisch-Kartographisches Informations-
system)” in Germany. Other reference datasets needed may include a Digital Terrain
Model (DTM) for calculating e.g. slope and altitude of unknown spatial entities.

5 Related Work

In this section, we relate the presented approach for semi-automatic annotation of
geodata to existing work in the area of spatial data mining and to other approaches for
automatic annotation.

5.1 Spatial Data Mining

Spatial data mining is the process of discovering interesting and previously unknown,
but potentially useful patterns from spatial databases [23-25]. We incorporate a simi-
lar strategy for automatically extracting relevant information from a geospatial data-
base. But, instead of “mining” the dataset for potentially interesting patterns we
define the spatial constraints a priori in the geospatial concepts of our domain ontol-
ogy. These spatial constraints are then implemented into a supervised analysis process
that aims to identify a specific concept (and not some previously unknown, potentially
useful pattern). Evidently our approach requires far less complex techniques than
those applied in Spatial Data Mining.

2 http://www.adv-online.de
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5.2 Automatic Annotation

With the emergence of the Semantic Web, the creation of semantic metadata by anno-
tating documents has become a major concern in the community [26]. Several ap-
proaches are concerned with automating the process of semantically annotating in-
formation for the Semantic Web [27, 28].

Some research in this area has focused on the idea that spatial characteristics play a
central role for effectively supporting information retrieval and annotation. In [29],
Manov et al. demonstrate how their annotation platform can be extended by using
spatial knowledge in conjunction with information extraction. In their approach, inte-
grated gazetteers (like the Alexandria Digital Library Gazetteer) provide the addi-
tional spatial knowledge. At the MINDSWAP group, Hiramatsu and Reitsma [30]
have worked on a geographic ontology to circulate geographically referenced infor-
mation on the Semantic Web. Their idea is to associate georeferenced data (instead of
using some gazetteer) to any other non-spatial information related to the geographic
feature, i.e. they want to make use of the inherent characteristic spatial relations in
order to add semantics to hypertext coded information. Similar work is done in the
SPIRIT project, where knowledge stored in geographical data is made usable in an
internet search engine [31]. While these approaches aim at annotating hypertext or
enable spatially enhanced internet search, our work provides a method for the seman-
tic annotation of geodata in order to enable its ontology-based discovery and retrieval
through web services.

Also related to our work is the automatic extraction of “classical” metadata (like
ISO 19115) from geographic data [32]. We believe that the method presented in this
paper will not only be useful for semantically annotating but also for populating miss-
ing entries in the standard metadata documents for geographic information.

6 Discussion and Future Work

We propose a method for automating the semantic annotation of geodata based on
spatial relations and suggest to apply spatial analysis methods in order to extract in-
formation on spatial relations useful for annotation. Compared to knowledge extrac-
tion techniques like string-based attribute analysis, the calculation of spatial relations
remains independent from the textual description of geographic features and their
properties. This has the advantage that semantic heterogeneity problems inherent in
the processing of natural language descriptions are avoided. In this paper we have
concentrated on the role of spatial relations. Taking into account the different types of
spatial relations, topological relations seem to be especially useful as they stay invari-
ant under transformations. This is a valuable characteristic since we have to deal with
heterogeneous data sources in a variety of formats, scales, and projections.

A crucial issue not yet decided on is the choice of representation language for the
ontological knowledge. As has been illustrated in section 4.3, the representation lan-
guage must be expressive enough for describing concept interdependencies, i.e. a
floodplain’s “lowness” can only be described with respect to the adjacent river. In
Description logic (DL), which has been used in our previous work on ontology-based
GI discovery and retrieval [3, 4], “it is impossible to describe classes whose instances
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are related to another anonymous individual via different property paths” [33]. Thus,
current DL-based ontology languages like OWL [34] are not applicable. First-order-
logic (FOL) provides the expressivity needed in our approach. However, while rea-
soning in DL is decidable and therefore guaranteed to terminate, proving entailment
in FOL is only semi-decidable [35]. Therefore, the final decision on a representation
language will have to take into account the tradeoff between expressivity of the lan-
guages and the complexity of their reasoning problems.

In section 4.4 we have described our strategy on how to define a spatial analysis
method that implements a single spatial relation by combining well-defined primitive
operators. The question of how to explicitly associate a spatial analysis method to a
spatial relation remains. A possible approach is outlined in [36], suggesting to inte-
grate the invocation of executable programs into static ontological knowledge. Like-
wise, the strategy on how to generate and formalise the analysis algorithm for the
entire concept definition remains an open issue. For this task a workflow description
is needed, that is applicable for representing a decision tree as outlined in section 4.2.
For this, we will examine current workflow description languages like BPEL (Busi-
ness Process Execution Language) and PSL (Process Specification Language).

Apart from the benefits for automating the process of annotating geodata, our ap-
proach might also contribute to enhance retrieval capabilities in geospatial web ser-
vice environments. For example: A user wants to retrieve “all motorbike roads”, with
motorbike roads being a concept in the domain ontology. The geometric characteristic
of a motorbike road, i.e. its high twisting grade, is associated with a spatial analysis
method. Thus, the system can apply this spatial analysis method for the on-the-fly
retrieval of motorbike roads from a street network. There is no need for finding a
dataset that explicitly stores motorbike roads.

Another application area for which the approach might be beneficial is the automa-
tion of metadata population for standard metadata like ISO 19115. In the ISO case,
fields that might be filled with information extracted by the semantic annotation proc-
ess are the following: descriptiveKeywords, topicCategory, geographicBox,
geographicDescription [37].

In our future work we will extend our approach by providing implementation
strategies for spatial attributes, like geometry, extent, and shape. Spatial attributes
probably have an equally high potential for identifying characteristic information in
geodata as spatial relations. For example, the analysis of the “straightness” of a water
course might identify an entity as channel rather than river. However, the applicabil-
ity of such an analysis highly depends on the resolution of the geodata. If all water-
course geometries are generalized in straight lines, the straightness attribute is of no
value for information extraction. These dependencies on representation, resolution,
and scale of the data have to be taken into account.

At this stage, we assume that the analysis of spatial characteristics will be the core
methodology for identifying characteristic concept information in geodata. However,
the analysis of spatial characteristics will probably not suffice for describing the se-
mantics at the conceptual level in many cases (or not be applicable at all). Conse-
quently, besides taking spatial attributes into account, we will also refine the pre-
sented approach by combining spatial analyses with the analysis of non-spatial attrib-
utes. This combination will eventually lead to reasonable results in the annotation
process.
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The vagueness of the specification of spatial characteristics is also a crucial issue.
Consider the formalisation of the floodplain concept we provided in section 4.3: How
many meters away from the water body still counts as adjacent? What degree of flat-
ness still counts as flat? How is the difference of altitude between floodplain and
adjacent river determined? In our future work, we will have to consider vagueness of
spatial relations when specifying the associated analysis methods.

The performance of the spatial query techniques have to be evaluated and, if neces-
sary, optimized. Methods for spatial query optimisation have been discussed in [12, 38].

We are aware that a fully automated process is out of scope. Therefore, we plan to
develop a user interface that guides the data provider through the annotation process.
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Abstract. The Foundational Model of Anatomy (FMA) is a map of the human
body. Like maps of other sorts — including the map-like representations we find
in familiar anatomical atlases — it is a representation of a certain portion of
spatial reality as it exists at a certain (idealized) instant of time. But unlike other
maps, the FMA comes in the form of a sophisticated ontology of its object-
domain, comprising some 1.5 million statements of anatomical relations among
some 70,000 anatomical universals or kinds. It is further distinguished from
other maps in that it represents not some specific portion of spatial reality (say:
Leeds in 1996), but rather the generalized or idealized spatial reality associated
with a generalized or idealized human being at some generalized or idealized
instant of time. It will be our concern in what follows to outline the approach to
ontology that is represented by the FMA and to argue that it can serve as the
basis for a new type of anatomical information science. We also draw some
implications for our understanding of spatial reasoning and spatial ontologies in
general.

1 The Foundational Model of Anatomy

The Foundational Model of Anatomy (FMA) is a computer-based representation of
the entities and relations which together form the phenotypic structure of the human
organism [1,2]. It provides a qualitative spatial reference system for the human body
that is designed to be understandable to human beings and also to be navigable by
computers. It is intended as a general-purpose resource, which can be used by any
biomedical application that requires anatomical information, from radiology (in
supporting automatic image analysis) to pharmacokinetics (in representing the
pathways of drugs as they are absorbed by, distributed through, metabolized in and
excreted from the body).

The FMA began its life as a classification of anatomical entities called the
University of Washington Digital Anatomist Vocabulary. In recent years it has grown
from a list of terms linked by is_a and part_of relations to a sophisticated spatial-
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structural ontology of the human organism at all biologically salient levels of
granularity, comprehending some 1.5 million statements of ontological relations
among some 70,000 anatomical universals. The acronym ‘FMA’ is currently used in
the biomedical informatics community both for this ontology and also for its
representation in computerized form within the Protégé 2000 frame-based ontology
editing environment [2,3].

We shall argue in what follows that the FMA provides a starting-point for a new
type of anatomical information science, representing a new application domain with
potentially valuable implications also for other branches of Spatial Information
Theory.

2 Types of Relations

The FMA relates exclusively to continuant entities (i.e. to entities, such as molecules,
cells, lungs, which endure through time while undergoing changes of various sorts)
[4]. The Structural Informatics Group at the University of Washington, which
developed and maintains the FMA, has itself initiated work on two complementary
ventures, called PRO and PathRO - for ‘Physiology’ and ‘Pathology Reference
Ontology’, respectively [5] — which deal with those occurrent processes in which the
anatomical entities at different levels of granularity participate. Here, however, we
shall concern ourselves exclusively with continuant entities, which exist at the level of
particulars or tokens (having determinate spatial locations at each specific point in
time) as instantiations of certain corresponding universals or types (kinds, classes).
We can distinguish a number of distinct types of relations between continuant
universals which are employed in the construction of an ontology like the FMA [3,6]:

1) is_a relations, linking one universal to another (more general) universal in a
subsumption hierarchy; examples: liver is_a organ, lacrimal lake is_a
anatomical cavity

2) static physical relations between continuant universals; examples: lobe of
liver part_of liver, nuclear membrane adjacent_to cytoplasm

3) relations between universals instantiated at different stages in the
development of an organism; examples: zygote derives_from ovum, adult
transformation_of child.

Cross-cutting all of these are distinctions between:

a) instance-level relations (such as the parthood relation between your left thumb
and your left hand), which obtain between instances of anatomical universals
within the canonical organization of the human body;

b) relations involving also non-canonical anatomical instances including
instances of pathological anatomical universals such as wounded knee
located_in leg, amputation stump connected_to arm;

c) relations involving entities (implants, food, etc.) imported into the human
body such as shrapnel contained_in pleural cavity;

d) relations involving entities (biopsied samples, excreta, etc.) exported from the
human body.
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The FMA itself focuses on relations of types 1) and 2) under heading a). In what
follows we expand our scope to include also relations of other types, drawing on
recent work, summarized in [7,8], involving not only the FMA’s developers but also
representatives of other influential research groups in biomedical ontology.

3 Canonical Anatomy

The term ‘anatomy’ is used to refer both to anatomical science and to that anatomical
structure which this science describes, a certain ordered aggregate of material objects
and physical spaces filled with substances (such as blood) which together constitute a
biological organism [2]. In the case of the FMA the structure in question is what is
called the ‘canonical’ structure of the adult human body, whereby the idea of
canonicity (first proposed for the FMA in [9]) has no analogue in geospatial science.
For where geospatial maps deal in every case with specific instances (with specific
portions of the surface of the earth), the FMA deals not with the instances, the
individual human beings, whose bodily organization has been investigated over the
centuries with the aid of surgical dissection, radiological imaging and other
techniques, but rather with a certain (‘canonical’) idealization thereof (actually with
two idealizations, corresponding to the male and female adult human beings,
respectively). The FMA, that is to say, is a collection of generalizations pertaining to
the structure of the normal human body, generalizations which are deduced from
qualitative observations and which have been refined and sanctioned by successive
generations of anatomists and presented in textbooks and atlases of structural
anatomy. One needs to take such an idealization as target in a venture like the FMA
since the effort to do justice to anatomical structure in all its variants and
instantiations would, in the absence of such an idealized reference frame, give rise to
an endeavor of unmanageable complexity.

4 Boundaries

A further apparent distinction between the geospatial and anatomical domains from an
ontological perspective turns on the fact that, where anatomy embraces within its
purview primarily three-dimensional entities such as cells, organs and whole
organisms, geospatial ontologies are focused on the (broadly) two-dimensional
entities that form the surface of the earth. Applications of geospatial reasoning have
thus far been correspondingly concerned for example with the movement of objects
across this surface and with associated questions of land-use, soil-type, forest-
coverage, and so forth. Closer inspection reveals, however, that both anatomical and
geographic information sciences must deal with entities in all spatial dimensions.
Thus the FMA deals not only with material objects but also with both fiat and bona
fide boundaries of two, one and zero dimensions [10,11], and a geospatial ontology
like that which underlies the Spatial Data Transfer Standard (SDTS) [12]
comprehends not only two- (one- and zero-) but also three-dimensional universals
(called ‘entity types’) such as fumarole, grave, mount and trough.
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While the FMA deals primarily with material objects and their boundaries, it also
deals with portions of body substances (e.g. of water, urine, or menstrual fluid) and
with the body spaces (cavities, conduits) which these occupy [13,14]. GIScience deals
similarly not only with material geographic objects such as mountains and forests, but
also with non-material geographic objects (such as valleys and craters) having some
of the features of containers or conduits. In an extended sense it deals also with the
substances (above all portions of fresh and salt water) which occupy these.

Considerable progress has been made on the geospatial side, not only in the
standardization of geospatial terminology, but also in the development of formal
theories and tools for both quantitative and qualitative spatial reasoning [15,16,17,18],
theories and tools which have since been applied in the biological domain [19,20]. In
the geospatial case, the tools in question are applied primarily in reasoning about the
fixed spatial regions on the surface of the earth with which spatial objects can be
associated. Analogous tools for region-based reasoning are more difficult to develop
and apply in the domain of anatomy because of the elasticity of the human body as
contrasted with the earth as base reference object [4]. (It is an essential feature of the
heart, for example, that it is constantly in the process of becoming spatially
deformed.) On the other side, however, geospatial ontology is less advanced than
anatomy in that it has nothing like the formal sophistication in its treatment of
ontological relations, and nothing comparable to the coverage, in terms of
systematicity and number of universals treated, that is manifested by the FMA. Thus
the SDTS comprehends only some 200 entity types.

5 The Proper Treatment of Relations in Ontologies

We can conceive ontologies for present purposes as controlled, structured
vocabularies designed to support the integration of data and information deriving
from heterogeneous sources. An ontology like that of the FMA is structured through
assertions of the form ‘A relation B’ (where ‘A’ and ‘B’ are terms in the FMA
vocabulary and ‘relation’ stands in for ‘part_of’ or some similar expression). Such
assertions express general statements about the corresponding universals, which
correspond to the sorts of statements found in scientific textbooks. To link such
ontologies to reality, however, we need to take account not only of the universals
described in scientific theories but also of the corresponding instances or tokens
which we find about us in reality, and this means that we need to deal not only with
the universal-universal relations commonly treated of in work in ontology, but also
with instance—universal and instance—instance relations [7].

Thus for example the thesis according to which lobe of liver part_of liver — which
expresses a universal-universal relation — gets its reference to reality in virtue of the
fact that it is in part a thesis about instances, to the effect that:

every canonical instance of the universal lobe of liver is a part (in the standard
mereological, sense of ‘part’) of some instance of the universal liver.

Note the all-some structure of this assertion, which is copied also in parallel
universal-universal assertions involving other spatial relations such as adjacency,
attachment and continuity [5,21].
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As already noted, one important distinction between geospatial and anatomical
spatial reasoning turns on the different roles that universals and instances play in their
respective map-like representations. On the geospatial side, universals are captured in
the legends that we find in the corners of maps, legends which can themselves be seen
as forming miniature ontologies in their own right. On the anatomical side, in
contrast, universals play a central role, not least in virtue of the tremendous increases
in our knowledge (for example under the auspices of the Human Genome Project)
about the ways in which universals on the coarse-anatomical levels are connected to
universals at level of finer grains, down to molecules. Thus where the question of
which universals need to be distinguished by an anatomy ontology was once resolved
by visual inspection, scientific anatomy rests increasingly on empirical research in the
domain of genetics. The parts of the body demarcated on the basis of phenomenology
will in the future be acknowledged as genuine anatomical structures only after it has
been demonstrated that there are structural genes whose coordinated expression in the
development of organisms of the corresponding types brought forth the relevant
instances. Hence the FMA in its full version must contain a place also for
developmental transformations.

6 Anatomical Entities

Four upper-level universals of the FMA are: anatomical structure, anatomical
substance, anatomical space, and anatomical boundary.

Anatomical structures are material entities such as organisms, organs, cells, and
biological macromolecules, which have their own inherent three-dimensional shapes.

Body substances are portions of blood, water, urine or cerebrospinal fluid, entities
which inherit their three-dimensional shapes from whatever are the relevant
containers. The portion of blood in your right ventricular cavity at some specific time
has a shape which it inherits from the surrounding ventricle.

Body spaces are immaterial anatomical entities (cavities, orifices, conduits), whose
shape, again, is inherited from the relevant surrounding anatomical structure. They are
distinguished from spatial regions in that they are parts of organisms, which means
that they move from one spatial region to another with the movements of their hosts.

Anatomical boundaries are distinguished from anatomical entities in the other three
classes by the fact that they are of lower dimension, and stand in a relation of
boundary dependence [22] upon some relevant anatomical structure or landmark [6].

7 Anatomical Structures

Mereotopologically speaking, anatomical structures are marked by the fact that they
are maximally self-connected, which means that they have their own complete three-
dimensional connected physical or bona fide boundaries. Virtually all anatomical
structures, however, are connected to neighboring anatomical structures via conduits
which link the anatomical spaces within them. To take account of this fact we require
a reading of ‘maximally self-connected’ that allows for corresponding portions of fiat
boundaries — we can think of these as punctures in their external surfaces whose areas
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are quite small in relation to the corresponding total boundary. (‘Fiat boundary’, here,
signifies a boundary in a continuant entity which corresponds to no physical
discontinuity or bona fide boundary in the entity itself, but rather to a delineation which
is drawn by human beings. [10])

Wall of stomach

Fiat
Boundaries

Cavity of stomach

Fig. 1. The stomach and its major outlets

Which small portions of fiat boundaries we can ignore in specifying anatomical

structures is not a trivial matter. Consider the small portions of fiat boundaries we
need to allow in delimiting an anatomical structure such as a stomach or kidney (see
Figs. 1 and 2). The stomach, we might think, would be an unproblematic fiat entity,
because it is merely a segment of a certain tubular continuum which includes also for
example the esophagus and the small and large intestines. In some cases we can find
bona fide landmarks, specific changes within the mucosal and muscular layers which
form the walls of the relevant cavities, for the drawing of the fiat boundaries which
extend laterally across the relevant cavity. However, the cases of the stomach and
esophagus and of the kidney and ureter show that not all anatomical structures, at
those places on their surface where they are demarcated by fiat boundaries, are
demarcated by fiat boundaries which are landmarked in this sense.
In the case of the kidney we have an anatomical structure that is separated from its
surroundings largely by bona fide boundaries and only by small sections of fiat
boundary, but in such a way that the fiat boundary in question is located in a non-fiat
entity (the urinary tract) (Figure 2).
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Fig. 2. The kidney with vertical bar designating a fiat boundary in relation to the arterial and
venous systems

8 Fiat Boundaries and Partitions

Fiat boundaries come in two types: those which demarcate physical anatomical
entities (for example the plane of the esophagogastric junction, which demarcates the
esophagus from the stomach) and those which demarcate anatomical spaces (for
example the plane of the pelvic inlet, which demarcates the abdominal from the pelvic
cavity). Our talk of ‘planes,” here, draws attention to the fact that most anatomical fiat
boundaries have geometrically regular shapes, just as is often the case in the
geospatial realm (the borders of Colorado or Manitoba).

In addition to anatomical structures in the technical sense of the FMA, we can
recognize also:

1. fiat parts of anatomical structures (for example the fundus of the stomach),
which are not complete;

2. fiat aggregates of anatomical structures (for example the aggregate of the
upper and lower limbs), which are not connected themselves.

The recognition of fiat entities of these sorts allows us to do justice to the fact that
one and the same anatomical structure can be partitioned in different ways [23]. The
stomach can be decomposed in one context into its fundus, body and pyloric antrum
and in another into its wall and cavity. The FMA sees the former as a fiat partition
into regional parts, the latter as what it calls a ‘compositional partition’ into
constitutional parts [24]. While constitutional parts are genetically determined,
regional parts — for example the loin or the epigatrium — are defined in part by
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arbitrary coordinates. Even if we remain with bona fide parts, however, then we need
to acknowledge cross-cutting demarcations at different levels of granularity. Thus
for example the bona fide boundary between the gray and the white matter of the
brain is cross-cut by the bona fide boundaries of the neurons which pass between
them.

9 Connectedness and Continuity

The body’s component parts are intimately interconnected. Indeed, if we leave aside
the cells floating free in blood and other body substances, then practically all
anatomical structures are connected to other anatomical structures through different
kinds of continuities or junctions.

The FMA analyzes the relation of connectedness in terms of three different kinds
of relations: continuous_with, attached_to (e.g. of muscle to bone) and
synapsed_with (of nerve to nerve and nerve to muscle — a special type of attachment
relation, not here further discussed, obtaining at the level of granularity of axons and
dendrites).

Two continuants are continuous on the instance level if and only if they share a fiat
boundary. A continuant is self-connected if and only if any division of the entity into
two parts yields parts which are continuous. The relation of continuity on the instance
level is of course always symmetric. On the class level, however, this is not the case.
To see why not, consider the relation between the lymph node and the lymphatic
vessel. Each lymph node is continuous with some lymphatic vessel, but there are
lymphatic vessels (e.g. lymphatic trunks such as the thoracic duct) which do not stand
in continuous connection to any lymph nodes. We thus have Ilymph node
continuous_with lymphatic vessel (because for every instance of the former there is
some instance of the latter with which the former is continuous), but not lymphatic
vessel continuous_with lymph node.

To understand the relation attached_to, consider the junction depicted
macroscopically in Figure 3, which shows a bone and a muscle, the latter consisting
of a tendon and a muscle belly, and (on a finer-grained level) of collagen fibers,
muscle fibers and bone matrix. The bone itself is well delimited: it ends where the
bone matrix ends. The same applies to the muscle fibers which, due to their
contractile elements, are clearly demarcated from the tendon. But collagen fibers
cross all of these boundaries. One fiber might overlap with the muscle fascia and the
tendon, another with the tendon and the bone.

Attachment, too, is symmetrical on the instance level. On the class level, however,
it is not in general a symmetrical connectivity relation. To see why not, consider the
universals placenta and uterus. Every instance of the former is indeed attached to
some instance of the latter; not, however, conversely.

While the corresponding instances have their own bona fide boundaries, the distal
tendon comes into intimate contact with that circumscribed area of the bone where
extensions of its collagen fiber bundles of the tendon (the Sharpey’s fibers in Figure
3) penetrate the bone and intermingle with collagen fibers in the bone’s own matrix.
The tendon may thus be separated from the bone only by severing Sharpey’s fibers.
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Muscle belly

Tendon

Sharpey’s fibers

Fig. 3. An anatomical junction

10 Location and Containment

In addition to the relations of instantiation (between an instance and a universal) and
parthood (between one continuant instance and another continuant instance), the FMA
contains also a treatment of location. To understand location formally, we associate
with the human body a collection of regions (relative places in Donnelly’s terms [25])
and define a function which assigns to each anatomical entity ¢ and time ¢ the
corresponding region r(c, ) which ¢ exactly occupies at . We can then define the
relation of location for anatomical instances as follows: [26]

c located_in d at 1 =def. r(c, r) part_of r(d, 7) at ¢

where relations picked out in bold obtain at the instance level. On the level of
universals we have:

C located_in D =def for all c, ¢, if ¢ instance_of C at ¢ then there is some d such
that d instance_of D at ¢ and ¢ located_in d at 7.

Trivially, by this definition, all parts of anatomical structures are located in the
corresponding wholes. But there is a second type of location relation distinguished in
the FMA, which is that of containment. This holds between material anatomical
entities (body substances and anatomical structures) and the anatomical spaces in
which they are contained. For example: the right lung is contained in the right half of
the thoracic cavity; a Ca™ ion is contained in an intracellular space in a heart muscle
cell.

If we move away from canonical anatomy, we encounter cases where, for example,
a lobe of a liver is removed from a donor and transplanted into a hepatectomized
patient. There is then an instance of the universal lobe of liver which is for a certain
time not a part of any instance of /iver. However, even when such non-canonical cases
are taken into account, it still has to be true, at least under the conditions dictated by
present technology, that every instance of lobe of liver stands in an instance-level
parthood relation to some instance of /iver at some time (more precisely still: every
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instance of lobe of liver stands at the beginning of its existence in such a relation to
some instance of liver).

Two entities may thus be related in terms of parthood only during a certain phase
of their simultaneous existence. It is for this reason that parthood relations between
continuants on the instance level must be indexed by times [7]. This is not specific to
living systems. For example, a screw can be part of an engine and it can then be
substituted by another, replacement screw. In contrast to artifacts, however, biological
objects are engaged in a constant exchange of matter with their environment, so that
many parthood relationships at finer levels of granularity are short-lived. Moreover,
the dynamic phenomena of matter exchange [27] indicate that there must be relations
intermediate between parthood and containment, realized for example when you take
a bite out of an apple (and the relevant portion of apple moves from being part of the
apple to being contained in you oral cavity). Consider what happens when food is
degraded in course of digestion into sugars, amino acids and fatty acids. Those
portions of such substances in the lumen of the stomach are then contained therein,
while those that have traversed the epithelium are successively parts of epithelial cells
and then of blood or lymph.

11 Criteria of Parthood

An account of the processes in question must accordingly allow for the existence of
transitions between containment and parthood. How, given the above, are we to
distinguish genuine parthood from the relation of being merely spatially included
within (i.e. from the relation located_in as defined above)? Is an embryo part of, or
merely located in, a uterus? [28] Is a bolus of food part of, or merely located in, a
digestive tract? Is an oxygen molecule part of, or merely located in, a lung? We here
offer four kinds of criteria which may be of assistance in answering such questions
(for further detail see [29]).

1. Genetics: The parts of the body should be of the same genetic origin as the body
itself. Thus the embryo, on this criterion, is not a part of the body of the mother.
This criterion faces problems for example in application to oxygen or nitrogen
molecules in the body (since these do not have a genetic origin) or to the
mitochondria found in nearly every cell of the body (which have their own
DNA).

2. Sortality: If continuant c is part of continuant d, then ¢ and d must be of the right
sorts to make this possible (they must instantiate appropriate universals). Thus if
d is an organism, then it is ruled out that a should be an artifact (e.g., a heart
pacemaker, a bullet), or a second whole organism (a symbiont, parasite, prey,
embryo or fetus).

3. Life Cycle: Unless this is already ruled out by sortal constraints, we can infer
from the fact that c is located in d during the whole of the life cycle of d, that ¢
is part of d (the right ventricle of the heart is for this reason part of the heart).

4. Function: We can infer parthood from location, finally, where an object c,
located in a second object d, has a function whose exercise or performance is
essential to d’s survival or to the maintenance of d’s proper functioning. The
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functioning of the heart or of the brain is essential for the survival of the whole
human body in this sense, where a given volume of urine is not essential to the
survival of the bladder, and hence the urine is not counted as part of the bladder.
This criterion faces problems for example in application to hair (is hair essential
to the proper functioning of the human body?) or to the kidney and of those
other organs supplied to the body in pairs [30].

12 Holes and Parts

A further family of problems connected with the location relation in anatomy turns on
the fact that the boundaries of the objects with which we have to deal may themselves
be difficult to specify. Many anatomical objects are sponge-like; they are replete with
vessels, capillaries, cavities, holes and ducts of various sorts. This is true of all the
body apart from the cornea and lens. A clear delimitation of an anatomical object,
often including reference to a plurality of distinct levels of granularity, is therefore
essential for making any assertion about location.

Is a small object such as a calculus located in a duct inside a gland also located in
the gland itself, or, in the case when the lumen of the duct communicates directly with
the exterior, located only in the exterior surrounding space? The answer to this
question depends on whether we admit spaces as parts of anatomical objects in cases
such as this.

The range of problematic borderline cases connected with surface structures is
depicted in Figure 4. Of the white and gray volumes falling below the (rough) line of
demarcation of the surface of the body in question, which are parts of the exterior of
this body and which are parts of the body itself?

Analogous puzzles arise also in connection with spatial discontinuities. Accessory
spleens such as are illustrated in stylized fashion in Figure 5 can be found in more
than 10% of the population. This phenomenon can be accounted for in two ways,
either by admitting one discontinuous object with three parts, or (with the FMA —
which is generally averse to the admission of discontinous anatomical entities) by
admitting three distinct objects which collaborate in the exercise of a certain
function.

In sum, the specification of anatomical part, location and connection relations, and
also of the degree of spatial overlap between anatomical structures, is often
problematic because the relevant spatial extensions are difficult to delimit and
because the relevant anatomical entities continuously lose and gain parts and
continuously exchange matter with their environment. It will likely never be the case
that we can formulate a criterion for parthood that can be guaranteed to yield a
determinate answer to the question is x a part of y? in every single case. From this
some might be tempted to conclude that the notion of parthood, at least in the
biological domain, has an ineliminable element of indeterminacy. We, however,
prefer to see the indeterminacy as lying rather in our partial knowledge of the
relations between the corresponding entities in reality.
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Fig. 4. Problematic surface structures

Fig. 5. Normal spleen (left); accessory spleens (right)

13 Non-canonical Anatomy

The FMA is a representation of canonical anatomy, which means that its individual
variables range over those adult male and female human beings who satisfy the
generalizations which appear in textbooks of structural anatomy and which conform to
a pattern repeatedly observed by many generations of anatomists and surgeons over
several centuries. By appealing to the device of specifying different ranges of
variables, we can modify the scope of the FMA to represent generalizations belonging
to the different branches of anatomy, for example to canonical human beings at various
stages of embryological development, and even to organisms of other species. It can
allow us also to represent the generalizations governing the anatomical variants yielded
by the presence of, for example, coronary arteries or bronchopulmonary segments,
which deviate from canonical anatomical patterns of organization in various well-
understood ways. We here conclude with some brief and speculative remarks on the
proper treatment of pathological structures within an ontology like the FMA.
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While the universal colon as it appears in the FMA comprehends only instances of
normal colons (however the term ‘normal’ is to be defined), if the FMA ontology is to
serve as a basis also for non-canonical anatomy then it must have the facility to
extend this range of instances to include also abnormal colons. The resulting
framework of pathological anatomy might then include assertions such as

abnormal colon is_a colon;
colon carcinoma pathological structure part_of abnormal colon.

Moreover (recalling our ‘all-some’ reading of the class-level relation part_of above),
we might have:

colon carcinoma pathological structure part_of colon.

Every colon carcinoma is part of some colon, even though not every colon has some
colon carcinoma as part.

We might have
abnormal colon transformation_of colon
colon with carcinoma is_a abnormal colon
colon with carcinoma transformation_of normal colon

where C transformation of D is defined as obtaining whenever C and D are continuant
universals which are such that every instance of C was also an instance of D at some
earlier time in its existence [7].

14 Towards Anatomical Information Science

Leaving aside a number of abstract domain-independent treatments of spatial
structures and relations, the primary focus of the discipline called ‘Spatial Information
Theory’ has thus far been in the area of geospatial information. We believe however
that Spatial Information Theory ought also to encompass the theory of spatial
properties and relations in other domains, not least because — as we hope to have
shown in the foregoing — the latter can introduce important phenomena of a kind not
thus far considered in the literature.

Because of the special role of the canonical (idealized) human body, and because
of the complementary special role of variant and pathological anatomic structures in
anatomical information science, many features of the type of spatial information
science realized in the FMA will be unfamiliar to those working on spatial
representation and reasoning in the geographical domain. In cartographic terms,
canonical anatomy would correspond to a map of an idealized portion of geographic
reality (an idealized city, say, or an idealized lake or continent). Corresponding to
actual maps (of actual cities or actual continents) is instantiated anatomy, which
comprehends anatomical data about actual human beings of a type that might be
recorded in a clinical record or captured in a radiographic image [9]. Instantiated
anatomy deals with individual, living, human subjects, but in a way that relies on the
categories or kinds depicted in canonical anatomy. Practically all of geography is
instantiated geography and geospatial information science is in consequence
characterized by the existence of a large mass of spatially referenced instance data
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and of powerful systems for reasoning with this data, combined with a treatment of
the corresponding universals which is relatively impoverished from the theoretical
point of view.

There is also a normative dimension of the discipline of canonical anatomy, which
has no direct counterpart in the geospatial domain. For while there are healthy and
unhealthy cities, it is not the case that all healthy cities have a more or less identical
groundplan. Moreover, the geospatial domain has no counterpart of the contemporary
evidence-based discipline of medicine, and thus no counterpart of its central organi-
zing discipline of canonical anatomical science (and thus no scientific interest in, for
example, maps of ideal cities). But for this reason, too, there is no counterpart of
pathological anatomy in the domain of geospatial science, which is to say: no science
of the determinate ways in which geospatial entities such as cities or lakes depart from
some normative (‘normal’) case.

Thus the SDTS contains within its list of attributes no terms for what we might
think of as disorders of its entity types, as contrasted with the 900,000 or so terms
included in SNOMED-CT, the systematized nomenclature of clinical terms
maintained by the College of American Pathologists [31], a large fraction of which
refers to disorders. There is no counterpart, either, of the ways in which human
anatomy can be related to the anatomy of other species as a basis for the detection of
what may be medically relevant homologies [32].

The existence of the FMA means that anatomical information science rests on an
impressive tool for the treatment of anatomical universals, even though both the
associated instance data and the tools for reasoning with such instance data are still
impoverished. Some progress is being made on the side of instance-level anatomical
information science. Again, however, the problems of elasticity, movement, and
growth of bodily organs present considerable obstacles to the development of
corresponding tools for instance-based spatial reasoning [33]. With the development
of genomics-based individualized medicine, and with associated increases in the
sophistication of electronic health records and medical image analysis, we believe that
the imbalance between class- and instance-based anatomical data will in the coming
years be gradually resolved. Corresponding tools for representation and reasoning
with anatomical instance data will thus increasingly be needed [34], and we can
anticipate that the FMA will play an important role in their development by being
used in tandem with some of the reasoning tools developed in recent years in the
spatial domain.
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Abstract. In previous empirical work humans did not recognize the definition
of most topological operators for regions by their names in two geospatial in-
formation systems (GIS). This work differentiates the not corresponding defini-
tions and comprises more topological terms in order to find better
term/definition matches. The main hypothesis is that the majority of acceptable
matches — defined as matches selected by the majority of subjects - are others
than those used in GIS. In an explorative questionnaire study, 34 native German
speaking subjects matched German topological terms to graphical depictions of
topological relations. The acceptability of matches was tested with the ap-
proximate binomial test (null hypothesis: 50 percent of the subjects or less se-
lect a match). Ten matches are acceptable (significance level 0.10 or higher);
only one of them appears in the GIS. This supports the main hypothesis and in-
dicates how to revise topological operators in GIS.

1 Introduction

Topological operators, which analyze neighborhood relations between spatial objects,
are an essential part of geospatial information systems (GIS) [1]. Observations in stu-
dent classes and personal experience revealed that users have problems identifying and
remembering what a particular operator exactly does. In the final examination of a
class the suitable ArcGIS' operator for selecting all streets that overlap a water protec-
tion area had to be chosen. The students opted for eight of nine available operators; less
than 40 percent chose the intended one. A possible reason is that the user interface
does not clearly convey the concepts implemented in the software. There are textual
and graphical operator depictions, the choice of which so far rests on experience and
intuition. Treating them separately helps locating problems. A previous empirical study
examined for two GIS products if people recognize the concepts of topological opera-
tors by their names [15]. Subjects matched topological terms to graphical depictions of
topological relations. The graphics they selected for a term were taken as an indicator
of the concept they linked with the term. Only the significant minority of subjects
matched the majority of GIS names with their GIS definitions.

The study comprised more topological terms than those appearing in the two GIS.
These are analyzed here in search of alternative names. The perspective is different
from that in [15]: instead of merely verifying if a subject’s name/definition match

' ArcGIS 8.3 of Environmental System Research Institute (ESRI).
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corresponds to a GIS name/definition match it is of interest now with which definition
a term is matched most often. Therefore, the range of definitions must be extended
beyond those used in the two GIS as well.

The hypothesis is that the majority of acceptable matches are others than those em-
ployed in GIS. Acceptable matches are defined as matches selected by the majority of
people. For the individual matches the approach is explorative. While [15] provides
information about GIS terms matching GIS definitions, for non-GIS matches there are
no sound a priori hypotheses. Consequently, for all term/definition matches it is just
assumed that they are selected by the majority of people. Significance is expected
only for a very limited number of matches. They establish alternative names better
conveying to users what the operators exactly do. Furthermore, they supply material
for theoretical considerations why certain terms better match to certain definitions
than others and prepare the ground for justified a priori hypotheses. As the author is a
native speaker of German, German terms are studied in order to understand subtleties.

This work is restricted to relations between two regions. On the one hand, they are
the simplest case in the formal model employed here for their unambiguous descrip-
tion. On the other hand, they may be regarded as ontological primitives [2]. This need
not imply that humans do not have concepts of lines or points; it rather states that
there is no doubt about regions.

The remainder of this article is structured as follows. After looking at further pre-
vious research, the method of this work is described. Then the results are presented
and discussed, before concluding with open issues.

2 Related Work

First, the formal analysis of topological relations is briefly introduced in order to
provide an unambiguous language for denoting them. Afterwards, topological opera-
tors of GIS are presented with the help of this language, before finally turning to the
issue of naming entities at user interfaces.

2.1 Formal Analysis of Topological Relations

The two major formal theories of topological relations, the region connection calculus
[13] and the intersection model [4], result in identical sets of relations between two
regions. As the intersection model is more common in the GIS domain, it is used here.

The basic idea of the intersection model is to regard an object as consisting of an
interior and a boundary. All four combinations of interiors and boundaries of two
objects are looked at. Each combination can be in one of two states: the object parts
can intersect or not. Of the 16 different configurations of empty and non-empty inter-
sections only eight correspond to spatial configurations of regions for our case of two
regions in two-dimensional space (see Fig. 1, (d) and (e) comprise two converse rela-
tions each). Egenhofer and Herring have presented graphical and verbal examples of
these relations, making them easier to grasp (Fig. 1). The important point here is that
these are examples, which means that there are other graphical as well as verbal vari-
ants that meet the specification of, for example, situation (b) as well. Think of the two
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(a) disjoint (b) meet (c) overlap
(d) covers/covered_by (e) inside/contains (f) equal

B & &
g/

Fig. 1. Graphical and verbal examples of relations between two regions (figure adopted from
Egenhofer and Herring [4])

objects meeting only at one point instead of along a line, and think of the term
“touch” instead of “meet”.

The intersection model has been extended to lines and points, which required in-
troducing the exterior as an additional object part and lead to the nine intersection
model [3]. This did not change anything for regions; the nine intersection model for
them results in the same eight relations. Nevertheless, the extension is worth mention-
ing in this context. For a region and a line, 19 relations exist, for two lines even 33.
While Egenhofer and Herring kept on drawing graphical examples, they refrained
from giving names this time. Obviously, natural language does not provide enough
handy terms for all situations. Although this problem does not seem to be of great
relevance for the manageable amount of eight relations between to regions, it is an
open question how handy the terms chosen for them really are. Maybe the apparent
simplicity is deceptive.

2.2 Topological Operators in GIS

The two systems involved in the study, ArcGIS and GeoMediaz, do not make avail-
able the precise definitions of their topological operators to users. Hence, test draw-
ings containing examples of all four intersection relations had to be created to run the
operators against them [15]. Table 1 shows the results; the operator definitions are
expressed by marking with crosses the four intersection relations they identify. The
operators are either atomic, i.e. they consist of a single relation, or they are a combi-
nation of several relations. Combinations are logical disjunctions, i.e. it suffices that a
spatial situation represents one of the relations in a combination in order to belong to
this combination®. In the following, the term “combination” will be used no matter
how many relations are combined, i.e. there can also be atomic combinations with
only one relation. A combination is an unambiguous definition of an operator. Com-
binations are represented by the numbers of the relations they combine, as they appear
in Table 1. “c123”, for example, denotes a combination of the relations “disjoint”,
“meet”, and “overlap”, and “c6” denotes the atomic combination “equal”. Note that
combination numbers have the prefix “c”.

Although both systems have eight operators this does not imply identical sets. Six
combinations occur in both GIS; whereas four combinations are not agreed upon

% GeoMedia Professional 5.1 of Intergraph Corporation.
3 A spatial configuration of two regions cannot represent more than one relation.
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across system boundaries. The combinations c8 respectively c568 are the inverse of
the combinations c7 respectively c467 and can be regarded as not original. The num-
ber of matching original combinations thus amounts merely to four.

There is not only a difference in the combinations of operators, but also a differ-
ence in naming. Not taking into account the words “completely” and “entirely” with
combinations ¢7 and c8, there are two identical combinations named differently (c6
and ¢2345678). It is an open question if this matters to users and, if yes, which term
fits better.

Table 1. Definitions of topological operators in ArcGIS (A) and GeoMedia (G); the outlined
circle is the subject, the filled circle is the object (combination c7, e.g., reads for
ArcGIS: the outlined circle completely contains the filled circle)

Nine intersection relations | 1 2 3 4 5 6 7 8
Ny . O @
Operator combinations and names
A: -
c2 G: meet x
A: are crossed by the outline of
c3 G - X
6 A: are identical to X
G: are spatially equal
o7 A: completely contain M
G: entirely contain
8 A: are completely within "
G: are entirely contained by
A: contain
c467 G: contain X X X
A: are contained by
c368 G: are contained by X x X
2456 é Eouch the boundary of M X M "
A: -
c345678 X X X X X X
G: overlap
A: intersect
c2345678 G- touch X X X X X X X

2.3 Naming Topological Operators

Names in software have been studied in various application domains, for example text
editing [6, 8, 9]. It was found that only 10-20 percent of unfamiliar users will hit the
term chosen by a system designer when they have to enter a term to invoke a com-
mand [6]. The hit rate could be doubled by eliciting terms with real users and choos-
ing the one applied most often as “best possible name”. The risk of entering a term
unknown to the system is today avoided by selecting commands out of given menus
instead of invoking them by entering terms. Still, misunderstanding terms and thus
selecting wrong commands cannot be prevented this way.

* The German names can be looked up in Table 2.
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Human factors started getting wider attention in the field of GIS in the early
1990ies, which also included the vocabulary problem. Frank noted that “changing
from a textual user interface to a menu driven one, or a graphical one, does not alone
substantially improve the usability of a system if the command set is still using ba-
roque terminology” [5, p. 13].

Human concepts of spatial relations were studied empirically. A series of tests
done by Mark and Egenhofer examined the topological relations between a road and a
park. The basic goal was to check the cognitive validity of the nine intersection
model. In a grouping task subjects were given a number of graphics representing
topological relations and asked to form groups of them [11]. In an agreement task
subjects were given pairs of graphics and sentences and asked to which degree they
agree that the sentence describes the topological relation depicted [10, 11]. In a draw-
ing task subjects were given a sentence describing a topological relation and asked to
draw an according situation [12]. The nine intersection model turned out to be a criti-
cal part of predicates in spatial language, perhaps the most important one. The agree-
ment task showed that humans do not only group relations, but that these groups over-
lap. As the grouping task does not allow overlapping groups, it is not suitable for
clarifying the meaning of topological terms. The constraint to put each graphics into
exactly one group most likely produces unnatural groups [11]. In contrast to this, the
agreement task is suitable for clarifying concepts. The drawing task again is problem-
atic in this aspect. People draw what comes most easily to their mind. These are rather
prototypes of the topological relations than less typical examples. Thus, it is not as-
tonishing that the most frequently drawn spatial relations correspond to the relations
that were most frequently selected as group prototypes in the grouping task [12]. The
grouping task was applied by other authors to relations between two regions [7, 14].
These are the only studies the author is aware of that comprise larger samples of
German subjects. Their natural language group descriptions could have been a source
for deriving the lacking a priori hypotheses mentioned in the introduction, if they
were published in the articles.

3 Method

The agreement task described in section 2.3 was adopted. Instead of the original rat-
ing scale with five options to determine a degree with which a subject agrees that a
sentence describes a depicted situation, only the answers “yes” respectively “no” were
allowed. One reason is that current GIS do not support fuzzy concepts. For a compari-
son between the operators appearing in GIS and the concepts revealed in this study it
is favorable to demand the same crisp decision. Furthermore, a scale with an odd
number of options allows making no decision, which was not desired.

48 German natural language sentences were compiled describing the topological
relation between two regions A and B. The user interfaces of ArcGIS and GeoMedia
were exploited, Mark’s and Egenhofer’s list of 64 road/park sentences of [12] was
translated and adapted to the region/region situation, and five people were asked to
produce as many terms for spatial relations as they could. The latter lists were reduced
to pure topological terms by the author. The application neutral mathematical notion
of two regions called “A” and “B” was used. Subjects could follow this mathematical
notion or imagine any application context. A specific context was not relevant, be-
cause the focus was on “general purpose” GIS and not at specific applications. All
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AistinB A sehneidet B
a past a passt piche a pasit. a passt piche
D passt D passt richt D passt D passt michd
D passt D passt micht D st D paset picht
D passt D passt micht D st D paset skt
a past. a passt piche a pasit. a passt piche
a past a passt piche a pasit. a passt piche
D passt D passt richt D passt D passt michd
D passt D passt micht D st D paset skt

Fig. 2. Page of the questionnaire (translations in brackets not in the original)

sentences were formulated according to the schema “A relation B”, e.g. “A beriihrt
B” (“A touches B”) and arranged in random order in a questionnaire. The same
graphical examples of the eight nine-intersection relations were added to each sen-
tence, in own random order for each sentence. Subjects had to mark for each graphi-
cal example if it fits to the sentence or not. Thus, matches between terms and combi-
nations were established. To facilitate recognition of the regions, they were hatched
and colored differently, and these colors were also used for the identifiers “A” respec-
tively “B” in the sentences. Fig. 2 shows a page of the questionnaire.
The instruction was (originally in German):

“In the following you find 48 different statements about the relation between two
regions A and B. Each statement is accompanied by eight graphical depictions.
Each graphical depiction shows the regions A and B in a different spatial ar-
rangement. Region A is always the region hatched horizontally in red. Region B
is always the region hatched vertically in blue. Please mark for each arrangement
with a cross, if it fits to the statement or not (this means to set one cross per ar-
rangement). At least one arrangement must be marked as fitting. You can
also mark several or all arrangements as fitting. Please answer spontaneously and
do not think too long about it. There is no right or wrong answer. Please fill in the
questionnaire on your own and ask nobody except the experimenter for help.”

The questionnaire was on paper and could be completed in any place. It took about
half an hour to answer all questions.

The population about which at best statements can be made are all native German
speakers. 34 native German speaking subjects (21 male, 13 female; average age of 34,
standard deviation 11) participated in the test. They were recruited among the people
working at the Institute for Geoinformatics and among the author’s friends and did it
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Table 2. Terms in the study’

Sentence # Sentence in questionnaire I English translation®”’
AreGIS
1 A wird gekreuzt durch den Umriss von B are crossed by the outline of
2 A benutzt ein Linien-Segment gemeinsam mit B [share a line segment with
3 A ist identisch zu B are identical to
4 A ist enthalten von B are contained by
5 A beriihrt die Umrandung von B touch the boundary of
6 A iiberschneidet B intersect
GeoMedia
7 A trifft auf B meet
8 A ist riumlich identisch mit B are spatially equal
9 A ist enthalten in B are contained by
10 A tiberlappt B overlap
11 A beriihrt B touch
ArcGIS (A) and GeoMedia (G)
12 A enthiilt vollstindig B completely contain (A)
entirely contain (G)
13 A ist vollstindig enthalten in B are completely within (A)
are entirely contained by (G)
14 A enthilt B contain (A, G)
Non-GIS
15 A ist getrennt von B A is separated from B
16 Aistan B AisatB
17 A grenzt an B A borders on B
18 A tangiert B A is tangent to B
19 A stofBt an B A abuts on B
20 A schneidet B A intersects B
21 A fillt zusammen mit B A coincides with B
22 A ist auferhalb von B A is outside of B
23 A ist innerhalb von B A is inside B
24 A ist vollstindig in B A is completely in B
25 A ist vollstiindig innerhalb von B A is completely inside B
26 Aistin B AisinB
27 A ist verbunden mit B A is connected with B
28 A interagiert mit B A interacts with B
29 A ist zusammen mit B A is together with B
30 A ist in Kontakt mit B A is in contact with B

Throughout the text the English terms are used for the sake of readability for non-German

speakers. But it must be kept in mind that evaluation is based on the German terms and not
on their English translations. Characteristics of German terms might not hold for the corre-

sponding English terms and vice versa (see also footnote 6).
Most likely the English translation does not precisely convey the meaning of the original

German sentences and the differences between them.

shown.

For the sentences derived from GIS terms, the terms of the English product version are
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gratuitous and without any other agreements. Geospatial technology is envisioned to
become part of everyday software like office and Internet applications, so in future
everybody is (potentially) exposed to GIS functionality. The Internet scenario also
means being exposed to a variety of manufacturers and products and not accepting
long learning phases. Furthermore, users will have different levels of GIS experience,
and the software must accommodate all. One way is to see users as human beings first
with commonalities in spatial experience and language and to look for these com-
monalities. Special groups may demand specific terminology, but as stated above, the
focus here is on “general purpose” GIS. Due to these considerations half of the sub-
jects had GIS experience, the other half not. GIS experience is taken as an indicator
for general spatial awareness and training. It need not mean that subjects with GIS
experience had a specifically well understanding of topological operators. As the GIS
experienced subjects came from the geoinformatics department, they probably know
more than one system and most likely the two included in the study.

Of the 48 sentences only 30 are included in the analysis reported here
(see Table 2). 12 were discarded, because their spatial terms are not purely topologi-
cal, but contain metrics, e.g. “surround” (requiring that one region embraces the other
region to a certain minimal extent, which is a metric distinction of the pure topologi-
cal “touch” or maybe “disjoint”’). Unfortunately, this was only noticed after subjects
had completed the questionnaire. Another six sentences were excluded afterwards,
because their level of detail is different from the general level. An example of the
general level is “A is at B”; “A is at the boundary of B” is an example of a more de-
tailed sentence. In the former case the relation refers to the regions as a whole, while
in the latter the relation speaks about a part of a region, the boundary. Including parts
of regions in the sentences bears the tendency to rather speak in terms of the intersec-
tion model than expressing human concepts. The only sentences remaining regardless
of this aspect are those stemming from the GIS, because these terms are being tested.

The match between a term and a combination is defined as acceptable, if it is se-
lected by the majority of subjects. Accordingly, it is not acceptable, if 50 percent of
the subjects or less select it. A match is better than another, if more subjects select it.

The frequency of each match was determined and those selected by the majority in
the sample were separately tested according to the aforementioned hypotheses®:

HO: Hmalch<=0-5
Hi: 10en>0.5.

These are hypotheses comparing a proportion against a reference value. The matches
are independent Bernoulli variables (the tested match means success, any other match
means failure regarding this match), each match having a specific success probability.
Thus, the binomial test can be used. As the sample size is greater than 30, normal
distribution of the success probabilities can be assumed, which allows using the ap-
proximate binomial test.

The main hypothesis that the majority of acceptable matches are others than those
used in GIS cannot be tested with the binomial test, because across the matches dif-
ferent success probabilities occur.

8 As mentioned in the introduction, this is explorative testing and must not be mistaken as
actual hypothesis testing.
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4 Results and Discussion

Table 3 shows the results. The terms are represented in the columns; the combinations
are represented in the rows. Only the 59 (of 255 possible) combinations are included
that were selected at least once by a subject. The cells contain the number, i.e. the
absolute frequency, of subjects matching the term and the combination meeting in this
cell by selection in the questionnaire. Empty cells mean that this term and combina-
tion were never associated. The terms are arranged in the same order as they appear in
Table 2. The combinations are arranged such that also first the GIS and then the non-
GIS combinations appear. Inside these categories the order of the numbers by which
they are represented (see section 2.2) is preserved. Terms and combinations used in
the two GIS are shaded. Furthermore, the terms are underlined, and the combinations
are printed in bold face. This corresponds to the formatting in the cells: the maximum
value within a column is underlined; the maximum value within a row is printed in
bold face. Consequently, a value representing the maximum of its column as well as
of its row appears underlined and in bold face. The stars mark values that successfully
passed the significance test and denote the level of significance: one star means ten
percent, two stars five percent, and three stars one percent error probability. Thick cell
boundaries mark the best significant matches for a combination. The last row contains
the invalid answers.

Ten significant matches are contained in Table 3 and only one of them is a match
implemented in one of the two GIS products: term 8§ (“‘are spatially equal”) denoting
combination c6 in GeoMedia. Thus, the hypothesis is supported that the majority of
acceptable matches are non-GIS matches. The following specific aspects emanate
from the result table.

1. A term is specific for a combination if it has a clear maximum with this combina-
tion (in the following such a term is called a “specific term”). This means the ma-
jority of subjects must have selected this one combination for the term. The ma-
jority is statistically significant if the number of subjects amounts to 21 or more.
Only ten out of 30 terms, a third, are specific.

2. The highest number of subjects selecting a term with one of the combinations is
30, which corresponds to 88 percent of the sample. In a statistical test with an er-
ror probability of five percent this becomes significant for 76 percent. This is a
good, but singular result. The rest of the significant terms show frequencies in the
lower twenties. If there is only the term at the user interface, it must be doubted
that this is enough to make an operator reliably recognizable. But usually it is ac-
companied by a graphical depiction and the user can try out operations. If the
graphics, however, are poor and testing is always necessary, these additional op-
tions can also be counterproductive. Together with the previous issue this reveals
that most of the natural language terms are rather ambiguous than clear.

3. Specific GIS terms are 8, 12, and 13, which makes only about 20 percent of all
GIS terms. There are more specific non-GIS terms: 15, 16, 21, 24, 28, 29,
and 30.
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4. The GIS term 8 (“are spatially equal”) empirically turns out as specific for ex-
actly the combination that is implemented in GeoMedia (c6). This is not true for
terms 12 and 13 (complete containment and inverse in both systems). They are
implemented as combinations c7 and c8; while subjects select them with combi-
nations c467 and c568 (see Fig. 3). This shift from atomic to compound combina-
tions suggests that complete containment is not understood in terms of unrelated
boundaries, but in terms of one interior completely being part of the other without
considering the boundaries.

Fig. 3. Complete containment implemented in ~ Fig. 4. “Touch” in GeoMedia (dashed outline)
ArcGIS and GeoMedia (dashed outline) it and alternative interpretation (continuous
(continuous outline) outline)

5. The significant terms are distributed among six combinations. For three of
these combinations two respectively three significant terms exist, in two cases
with differing significance levels. Terms like these with a similar frequency of
selection for one combination can be regarded as synonyms for this combina-
tion (at least from the purely topological point of view). For combination c6,
there are the synonyms “are spatially equal” (“ist rdumlich identisch mit”) and
“coincides with” (“fdllt zusammen mit”); for combination c¢568 the wording is
more similar: “are completely within” (“ist vollstindig enthalten in”) and “is
completely in” (“ist vollstidndig in”). “Interacts with” (“interagiert mit”), “is to-
gether with” (“ist zusammen mit”), and “is in contact with” (“ist in Kontakt
mit”) are synonyms for combination ¢2345678. In the current design of the two
GIS only one term appears for each combination at the user interface. The pos-
sibility of presenting synonyms should be considered. This could help to clarify
the meaning of otherwise misinterpreted terms. An example is the GeoMedia
“touch” (“beriihrt”) operator, which by name could be understood as represent-
ing combination c2. Instead, combination c2345678 is referred to (see Fig. 4).
Synonyms like “interact” or “not disjoint” would help to specify the imple-
mented operation.
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Fig. 5. Equality combination in ArcGIS (dashed outline), which a number of subjects inter-
preted in this way, and an alternative view of nearly as many subjects (continuous outline)

6. If one term appears with several combinations in equally high frequency, this is a
homonym, which in contrast to synonyms bears the danger of misunderstanding
and selecting the wrong operator. This can only happen with insignificant terms.
There is one term in this study, “are identical to” (3) that shows nearly equal fre-
quencies with combinations c6 and c1236. Fig. 5 reveals that the relations of the
latter combination are all depicted with regions A and B having equal size (and
the same shape is used for all regions). The regions were deliberately given equal
size and shape in order to avoid a bias due to metric characteristics. Unfortu-
nately, it seems that equal size and shape superimpose topological equality here.
Supposedly, most of the subjects selecting combination c1236 would have chosen
c6 if the regions in relations 1, 2, and 3 were at least sized differently. This would
constitute another synonym for combination c6.

7. The size and shape issue discussed under number 6 does not appear with the
equality operator of GeoMedia. This gives rise to the assumption that the operator
name in GeoMedia is more appropriate. After all, equally sized and shaped but
topologically not equal regions can occur in reality. The ArcGIS term is “are
identical to”’; GeoMedia uses “are spatially equal”. Maybe there is also a differ-
ence between “identical” and “equal”, but presumably the addition “spatially” is
the important point. It indicates that equality shall be understood in terms of the
space occupied: if two objects share the same space, they are equal. This includes
that these objects have the same size and shape. The other way round, two objects
of equal size and shape need not share the same space. Consequently, it is advan-
tageous to precisely name the equality concept, particularly because even more
notions of equality exist, for example equal identifiers.

8. The significant terms only cover five of the ten combinations occurring in GIS.
Maybe the study did not comprise enough terms, so applicable ones exist, but
were not there. As different sources were used, this is not very likely, at least not
for all five remaining combinations. Another explanation is that some combina-
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tions do not have specific terms. But if they are used by humans they must be de-
notable somehow. Maybe no single significant term applies to them. Finally, the
reason could be that these combinations do not correspond to human concepts, at
any rate not in the same way as combinations with significant terms.

9. 20 out of the 30 terms in the study are not specific for GIS combinations. Still,
the highest frequency of most of them is with combinations implemented in GIS.
There are merely three exceptions to this. One is “is separated from” (15), associ-
ated with combination cl. This is the only significant case of the three and the
one with the highest frequency of all matches. The others are “is outside of” (22),
which with a frequency of 18 is associated with combination c12, and “touch the
boundary of” (5), showing the same frequency with combination c23456. These
cases hint at the fact that humans might need more combinations than those im-
plemented in GIS. In GeoMedia, however, combination cl is realized by a “not”
operator, which can be applied to the complementary combination ¢2345678.

10. The combinations c7, c47, and c467 (variants of A being contained in B) are ob-
viously selected less often than their inverse combinations c8, ¢58, and c568
(variants of A containing B). The asymmetry can already be observed with the
frequency of terms, which means that the reason lies in the compilation of terms.
There are two terms for the first group, “completely contain” (12) and “contain”
(14), and seven for the second (term numbers 4, 9, 13, 23, 24, 25, 26). After real-
izing this effect, the author tried to find the five missing terms for the first group,
which was not as straightforward as the other way round. “A ist in B” (“A is in
B”), e.g., came up quite naturally, while “A hat in sich B” (“A has inside B”)
sounds somewhat clumsy. But the more straightforward term “A enthélt B” (“A
contains B”) is linguistically the inverse of another term: “A ist enthalten in B”
(““A is contained by B”). It seems that there is a wider variety of terms for the first
group. This could be due to a cognitive bias to focus on the contents of a con-
tainer and not on the container itself. In everyday speech you rather say “there is
coffee in the pot” instead of “the pot contains coffee” or “What is in the box?” in-
stead of “What does the box contain?” although both alternatives are valid. The
latter phrases sound more elaborate, at least in German.

To sum up, Table 4 compares the frequencies of GIS terms and most frequently se-
lected terms for all GIS combinations. When deciding if an alternative is really a good
candidate, significance and difference in frequency must be considered. In eight cases
(combinations c6, ¢568, c2456, and c2345678 of ArcGIS, combinations c2, c568,
¢2345678 of GeoMedia, and combination c467 of both) greater frequency differences
can be observed. The two atomic containment combinations (c¢7 and c8) were selected
very rarely, which suggests dropping these combinations. Extracting from the table
only combinations with significant terms leaves the following list:

c2 16: AisatB

c6 21: A coincides with B

c467 12: completely contain (A), entirely contain (G)

c568 13: are completely within (A), are entirely contained by (G),

25: A is completely inside B
€2345678  29: A is together with B
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Incorporating these terms into the user interface, providing combination cl if not
available yet, laying less stress on combinations ¢7 and c8, and using synonyms are
recommendations for user interface designers resulting from this survey.

Table 4. GIS terms and most frequently selected terms for GIS combinations

GIS GIS term™ Abs. | Most frequently selected | Abs.
combination fr.!! term'” fr."?
ArcGIS
c3 1: are crossed by the outline of [19  [20: A intersects B 20
c2456 5: touch the boundary of 6 2: share a line segment with (13
GeoMedia
c2 7: meet 13 16: Aisat B 21*
c345678 10: overlap 15 6: intersect 15
10: overlap 15
ArcGIS (A) and GeoMedia (G)
c6 2: share a line segment with (A) |3 21: A coincides with B 24k%%
3: are identical to (A) 15
8: are spatially equal (G) 2%
c7 12: completely contain (A), 3 12: completely contain (A), |3
entirely contain (G) entirely contain (G)
c8 13: are completely within (A), |3 25: A is completely inside B (7
are entirely contained by (G)
c467 14: contain (A, G) 18 12: completely contain (A), |23**
entirely contain (G)
c568 4: are contained by (A) 15 13: are completely within  |23%%*
9: are contained by (G) 14 25: A is completely inside B |23%*
c2345678 6: intersect (A) 1 29: A is together with B 25k
11: touch (G) 8

The study has some shortcomings. The selection of topological terms out of the list
compiled from various sources should have been done by consensus of several peo-
ple. This would have avoided having too many terms in the questionnaire.

The size effect with combination ¢1236 (see number 6) should be eliminated. In
the studies of Knauff, Rauh, and Renz varying sizes were no problem for other rela-
tions like, for example, “disjoint” (c1) or “meet” (c2) [7, 14]. A possibility to control
the size effect is to introduce various examples of each relation in different sizes.

In all likelihood there are more topological terms than those on our list. Maybe im-
portant terms are missing. Compiling the terms from several sources has minimized
this risk, but nevertheless it is there. The problem is that the total of all topological
terms is unknown. So one cannot know to which extent it is covered or prove com-
pleteness.

The sample is an ad hoc sample, which means it is not probabilistic. Although peo-
ple with different education levels, professional fields, and ages were selected and the

19 The numbers in front of terms are identical to those used in Table 2.

' Absolute frequency: number of subjects selecting this combination with the term.
12 See footnote 10.

13 See footnote 11.
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author is not aware of a characteristic having a systematic influence on the topic of
the study, this is possible. Random selection, however, facing the population of all
native German speakers, is impractical.

5 Conclusions and Future Work

It could be shown that matches between topological terms and nine-intersection rela-
tions exist which are selected by the significant majority of people. The predominant
number of them (nine out of ten) is not yet used in the two GIS products under con-
sideration. This reveals potential for improving the wording at the user interfaces.

Beyond the naming issue it became obvious that the selection of combinations
must be questioned as well. Both GIS provide combinations that did not show signifi-
cant matches, which hints at a perceived need at the producer side. It should be clari-
fied, if this need can be confirmed for the user side. This point can be put generally:
the user needs ought to be taken into consideration more resolutely. The two systems
together use 14 terms out of an unknown number of terms and ten combinations out
of a total of 255. Who knows reliably if these are the appropriate ones for user tasks?
The fact that the topological operator sets do not match raises doubts. This survey,
even though limited due to its exploratory character, supports these doubts.

The present type of study aims at clarifying human concepts, but it does not look at
how people use these concepts when accomplishing tasks. Approaches from both
sides are needed to arrive at usable and useful operator sets.

This work presents an empirically compiled list of potentially useful topological
operators. But it does not explain why these operators are useful. A theory would
facilitate the identification of remaining cognitively adequate operators not contained
in current GIS. Moreover, a theory would be beneficial for extending the finding for
relations between two regions to lines and points.

Appropriate graphical representations are another field of work, and finally all as-
pects must be brought together. This will include a more natural test context, where
subjects perform real tasks using real software.
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Abstract. In the Spatial Data Transfer Standard and many other geographic
standards and ontologies, we find statements such as (1) “waterfalls are parts of
watercourses” and (2) “ecoregions of continental scale are parts of ecoregions
of global scale”, etc. In these examples, the terms “waterfall”, “watercourse”,
“ecoregion of scale X”, etc. refer to classes of individuals rather than to
particular individuals. Since it is the purpose of these standards and ontologies
to facilitate interoperability, it is important to give a clear semantics to
statements like (1) and (2). For example, (1) should be understood to claim that
every waterfall is part of some watercourse, but NOT that every watercourse
has a waterfall as its part. In (2), by contrast, the term “part-of” has a stronger
meaning: every ecoregion of continental scale is part of some ecoregion of
global scale AND every ecoregion of global scale has some ecoregion of
continental scale as a part. To overcome this kind of semantic heterogeneity, we
propose a Mereotopology for Individuals and Classes (MIC) in which we define
parthood, location, and connection relations among classes based on parthood,
location, and connection relations between individuals. We then demonstrate
the usefulness of this formal theory for making the logical structure of spatial
information more precise. Although we focus here on the simplest and most
pervasive of the spatial relations (parthood, location, and connection), the
strategy employed in this paper can be used in analogous treatments of other
kinds of relations among classes.

1 Introduction

Reasoning involving qualitative spatial relations such as parthood, location, and
connection is central to many disciplines, including geography, biology, medicine,
geology, ecology, and meteorology. Several different formal theories have been
proposed in an effort to provide a rigorous foundation for this kind of reasoning
(Asher and Vieu 1995), (Casati and Varzi 1999), (Cohn, Bennett et al. 1997),
(Donnelly 2004). In this paper, we extend one such formal theory to encompass also
the class-based spatial reasoning which is prevalent in biomedical ontologies such as
the Foundational Model of Anatomy (FMA) and GALEN (Rosse and Mejino 2003),
(Rector and Rogers 2002a), (Rector and Rogers 2002b), (Mejino, Agoncillo et al.
2003), (Rogers and Rector 2000). The relations presented in our theory can also be
applied to geographic classes such as the entity types (Beach, Coast, Shore,

A.G. Cohn and D.M. Mark (Eds.): COSIT 2005, LNCS 3693, pp. 182-199, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Woodland, etc) of the Spatial Data Transfer Standard (SDTS) (SDTS 1997) or
ecological classes (Ecoregion, Domain, Division, etc) as used for example in (McNab
and Avers 1994), (Cleland, Avers et al. 1997).

The theory developed in this paper, Mereotopology for Individuals and Classes
(MIC), deals with two distinct sorts of entities—individuals and classes of
individuals. By an individual, we mean here a concrete entity which occupies, at each
moment of its existence, a unique spatial location'. Individuals can be either material
(my liver, LaGuardia Airport, the state of New York) or immaterial (the cavity of my
stomach, the interior of an airplane). Individuals are distinguished from classes (also
called universals, kinds, or types) which may have, at each moment, multiple
individual instances. Examples of classes are Liver (the class whose instances are
individual livers), Airport (the class whose instances are individual airports), and
Federal State (the class whose instances are individual federal states). (Throughout
this paper, we use italics and initial capitals for class names.) Although classes may
gain and lose instances over time (when, e.g., airports are constructed or dismantled),
the class itself does not change its identity.

The formal theories proposed in (Asher and Vieu 1995), (Casati and Varzi 1999),
(Cohn, Bennett et al. 1997), (Donnelly 2004) deal only with spatial relations among
individuals. However, in many disciplines, it is common to also represent and reason
about relations among classes. For example, in canonical anatomy, we find such
assertions as "the stomach is continuous with the esophagus", "the right ventricle is
part of the heart", or "the brain is contained in the cranial cavity". These assertions are
claims about classes, not claims about specific individuals (for example, my stomach
and my esophagus). They tell us that the specified anatomical classes (Stomach,
Esophagus, and so on) stand in certain relations to one another. Similarly, in
geography, we find assertions such as “a shore is a part of land which is in immediate
contact with a body of water” or “an intersection is a junction of roads or tracks™?,
which describe relations among geographical classes (Shore, Land Mass, Body of
Water, Intersection, Road etc) rather than relations among specific geographic
individuals.

As is emphasized in (Smith and Rosse 2003), (Donnelly, Bittner et al. 2005), and
(Smith, Ceusters et al. 2005), though class-level spatial relations depend on and
should be defined in terms of individual-level spatial relations, it is crucial to
distinguish class-level relations from the corresponding relations among individuals.
This is because the logical properties of the class-level relations do not in general
match those of the individual-level relations. Therefore, spatial theories are needed
that deal both with spatial relations among individuals and with corresponding
relations among classes. Also, as is shown in (Donnelly, Bittner et al. 2005), there are
different types of class-level relations which can be defined in terms of a given binary
relation among individuals. Since these different class-level relations have not been

! To simplify the discussion, we focus throughout the paper exclusively on spatial individuals.
We will not deal here with spatio-temporal individuals such as my birth or the tenth eruption
of Mount St. Helen. However, the theory developed in this paper can be applied also in
domains consisting of four-dimensional individuals and classes of such individuals.

% These assertions are taken from the definitions of the entity types Shore and Intersection in
the SDTS (1997).
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clearly distinguished in scientific discourse, it is an important task of a formal theory
of class-level spatial relations to clearly characterize distinct types of class relations.

Mereotopology for Individuals and Classes introduces distinct parthood, location,
and connection relations for classes in terms of corresponding relations among
individuals. MIC is based on a spatial theory for individuals which we call
Mereotopology for Individuals (MI) and present in Section 2. In Section 3, we
introduce classes and class-level relations. We examine the logical properties of the
class-level relations of MIC in Sections 4 and 5.

MIC can be used to endow the class-level spatial relations which are already
used in the FMA, GALEN, and other biomedical ontologies with a clear semantics
and to support automated reasoning over these relations. MIC can also be used as a
basis for introducing similar relations linking entity types in geographical
terminologies such as the SDTS. Moreover, MIC can facilitate interoperability in
environmental modeling by giving a clear semantics to terms used in ecosystem
classifications along the lines proposed in (Sorokine, Bittner et al. 2004) and
(Sorokine and Bittner 2005).

If desired, MIC can be extended to include stronger axioms or spatial relations
which are particularly appropriate for geographic contexts, such earth-based
directional relations (above, below) or qualitative distance relations (near to, far
from).

2 Mereotopology for Individuals

MI is a weaker version of the theory called Layered Mereotopology which is
developed in detail in (Donnelly 2004). MI is formulated in standard first-order
predicate logic with identity. It is a time-independent theory which can be used to
describe static spatial relations among individuals during a fixed time-frame. An
important project for further work is to incorporate time and change into our theory.
For some progress in this direction, see (Bittner, Donnelly et al. 2004).

We divide the presentation of MI into three parts, each of which focuses on one of
the three primitive relations of MI.

2.1 Parthood Relations Among Individuals

MI uses one mereological primitive — the binary relation P where, on the intended
interpretation, Pxy means

individual x is part of individual y.

The following relations among individuals are defined in terms of P:

(D1) PPxy =: Pxy & ~ Pyx (x is a proper part of y)
(D2) Oxy =: Jz (Pzx & Pzy) (x and y overlap)
(D3) DSxy =: ~Oxy (x and y are discrete)

For example, Queens is a proper part of New York City, Canada overlaps North
America’s Atlantic coast, and my liver and my heart are discrete.
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The mereological axioms for MI are as follows:

(P1)® Pxx (every individual is part of itself)

(P2)Pxy & Pyx = x=y (if x is part of y and y is part of x, then x and y
are identical)

(P3) Pxy & Pyz — Pxz (if x is part of y and y is part of z, then x is
part of z)

(P4) ~Pxy — Jz(Pzx & DSzy) (is x is not part of y, then x has a part
that is discrete from y)

For example, since my left ventricle is part of my heart and my heart is part of my
circulatory system, my left ventricle is part of my circulatory system (P3). Also, since
New York City is not a part of Queens, New York City must have a part (e.g.
Manhattan or the Bronx) which is discrete from Queens (P4).

From (P1)-(P4) it follows that PP is transitive and asymmetric, that O and DS are
symmetric, that O is reflexive, and that DS is irreflexive. We can also prove the
following theorems:

(PT1) Oxy & Pyz — Oxz (if x overlaps y and y is part of z,
then x overlaps z)

(PT2) Pxy & DSyz — DSxz (if x is part of y and y is discrete from z,
then x is discrete from z)

2.2 Location Relations

Location relations are more general than are mereological relations. Unlike
mereological relations, location relations depend only on two individuals’ locations.
Thus, for example, a bolus of food may be located in my stomach cavity although it is
never part of my stomach cavity. Similarly, a ship may be located in a harbor without
being part of the harbor. Also, parts of the ecoregion called ‘Humid Temperate
Domain’ in (McNab and Avers 1994), (Cleland, Avers et al. 1997) are located in the
United States but are not parts of this socio-economic unit.

In MI, location relations are defined in terms of a function, r, which maps every
individual to the unique spatial region it occupies throughout the given time-frame*. A
spatial region is an immaterial individual which may be one, two, or three
dimensional. For most applications, we assume that all spatial regions are fixed
relative to the earth. Thus, for example, my stomach cavity, though immaterial, is not
considered a spatial region. (But see (Donnelly 2005) for an alternative approach.)
The following relations are defined in terms of the region function.

(D4) Loc-In(x, y) =: Pr(x)r(y) (x is located in y)
(D5) PCoin(x, y) =: Or(x)r(y) (x partially coincides with y)
(D6) NCoin(x, y) =: ~PCoin(x, y) (x and y are non-coincident)

* Axioms specific to the mereological relations are labeled with a "P”. Throughout this paper,
initial universal quantifiers are omitted unless they are needed for clarity.

* We could describe movement only in a time-inclusive version of MI. Here, the region
function would map a spatial individual and a time to a unique region.
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For example, an airplane getting ready for take-off from LaGuardia Airport is located
in the airport but is not part of (and does not share parts with) LaGuardia Airport. A
storm system on the Gulf of Mexico may partially coincide with Florida, but does not
share parts with Florida. These two examples show that non-coincidence is a stronger
relation than discreteness — the airplane is always discrete from LaGuardia Airport,
but the airplane and the airport are non-coincident only after the airplane leaves the
airport.
Axioms for the region function and location relations are as follows.

(L1) 5 r(r(x)) =r(x) (X’s spatial region is its own spatial region)
(L2) Pxy — Loc-In(x, y) (if x is part of y, then x is located in y)

It follows from the axioms and definitions above that Loc-In is transitive, PCoin and
NCoin are symmetric, Loc-In and PCoin are reflexive, and NCoin is irreflexive. We
can also derive the following theorems.

(LT1) Oxy — PCoin(x, y) (if x and y overlap, then x and y partially coincide)
(LT2) NCoin(x, y) -»DSxy (if x and y are non-coincident, then x and y
are discrete)
(LT3) Loc-In(x, y) & Pyz — Loc-In(x, z) (if x is located in y and y is part of z,
then x is located in z)

(LT4) Pxy & Loc-In(y, z) — Loc-In(x, z) (if x is part of y and y is located in z,
then x is located in z)

For example, since i) my heart is located in my middle mediastinal space and ii) my
middle mediastinal space is part of my thoracic cavity, it follows that: iii) my heart is
located in my thoracic cavity (LT4). Similarly, if i) your car is located in Queens, then
since ii) Queens is part of New York City, it follows that: iii) your car is located in
New York City.

2.3 Connection Relations

A third primitive enables us to describe topological relations among individuals. On
the intended interpretation, the connection relation C holds between individuals x and
y if the distance between them is zero (where distance between extended individuals
is here understood as the greatest lower bound of the distance between any point of
the first individual and any point of the second individual). For example, Vermont and
Canada are connected and non-coincident. Lake Erie and Canada are connected and
partially coincident.
The following relations are defined using the connection relation.

(D7) ECxy =: Cxy & NCoin(x, y) (x and y are externally connected)
(D8) SPxy =: ~Cxy (x and y are separated)

(D9) TPxy =: Pxy & 3z(Czx & NCoin(z,y)) (x is a tangential part of y)
(D10) IPxy =: Pxy & ~TPxy (x is an interior part of y)

5 Axioms specific to the region function are labeled with "L".
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For example, Vermont and Canada are externally connected. Iowa and Canada are
separated. Vermont is a tangential part of the United States. Iowa is an interior part of
the United States.
Axioms for the connection relation are as follows.
(Cl)6 Cxx (everything is connected to itself)
(C2) Cxy — Cyx (if x is connected to y, then y is connected to x)
(C3) Loc-In(x, y) = Vz(Czx — Czy) (if x is located in y, then everything
connected to x is also connected to y)
It follows from the axioms of MI, that EC and SP are irreflexive and symmetric, TP
and IP are antisymmetric, and IP is transitive.
In addition, the following theorems can be derived.
(CT1) Cxy <> Cr(x)r(y)  (x and y are connected if and only if their
regions are connected)
(CT2) Pxy — Cxy (if x is part of y, then x and y are connected)
(CT3) SPxy — DSxy (if x and y are separated, then they are discrete)
(CT4) SPxy — NCoin(x, y) (if x and y are separated, then the are non-coincident)
(CT5) PCoin(x, y) = Cxy (if x and y partially coincide, then x and y are
connected)

(CT6) PCoin(x, y) v ECxy v SPxy (any two individuals either partially coincide,
are externally connected, or are separated)

(CT7) Cxy & Loc-In(y, z) — Cxz (if x is connected to y and y is located in z then
X is connected to z)

(CT8) Loc-In(x, y) & SPyz — SPxz (if x is located in y and y is separated from z,

then x is separated from z)

For example, since Interstate 70 is connected to Lambert Airport and Lambert Airport
is located in St. Louis County, it follows that Interstate 70 is connected to St. Louis
County (CT7).

3 Defining Relations on Classes

To define relations on classes, we expand MI to MIC, a theory whose domains are
divided into two disjoint sorts of entities — individuals and classes. We retain the
variables x, y, z for individuals and use capital letters from the beginning of the
alphabet (A, B, C, D,...) as variables for classes. Note that classes are here treated as
first-order members of the domain of quantification (albeit members of a
distinguished sort), not as predicates ranging over individuals. We have chosen this
approach because it fits most naturally with the treatment of classes and class
relations in ontologies such as the FMA and GALEN where assertions are made about
relations between anatomical classes but instances of these classes are not introduced.

® Axioms specific to the connection relation are labeled with "C".
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All quantification in MIC is restricted to a single sort. Restrictions on
quantification will be understood from conventions on variable usage.

3.1 Instantiation

All relations of MI (as well as the region function) remain restricted to individuals. To
link individuals and classes, MIC includes the binary relation Inst which holds
between an individual and a class where on the intended interpretation, Inst(x, A)
means

individual X is an instance of class A.

For example, Inst(my heart, Heart), Inst(LaGuardia Airport, Airport), Inst(New York
State, Federal State), and Inst(Humid Temperate Domain, Ecoregion).
MIC includes the following axioms for Inst:

(I1) 3A Inst(x, A) (every individual is a member of some class)

(I2) Ix Inst(x, A) (every class has some member)
We define the class subsumption relation, Is_a, in terms of Inst.
(D11) Is_a(A, B) =: Vx( Inst(x, A) — Inst(x, B)) (class A subsumes class B)

For example, Is_a(Heart, Organ), Is_a(Highway, Road), Is_a(Airport, Restricted
Area), Is_a(Federal State, Socio Economic Unit), and Is_a(Domain, Ecoregion). It
follows from D11 that Is_a is reflexive and transitive.

3.2 Class-Based Spatial Relations

Spatial relations on classes are introduced in the following definition schemas where
R is a meta-variable that can stand for any one of the spatial relations of MI (e.g. P,
PP, Loc-In, etc.). (See also (Levesque and Brachman 1985), (Smith and Rosse 2003),
and (Beck and Schulz 2003) for other discussions of these kinds of class relations.)

(DS1) Roome(A, B) =: IxJy(Inst(x, A) & Inst(y, B) & Rxy)
(DS2) Rai(A, B) =: Vx (Inst(x, A) = Jy( Inst(y, B) & Rxy))
(DS3) Raia(A, B) =: Vy (Inst(y, B) — 3Ix( Inst(x, A) & Rxy))
(DS4) Ra12(A, B) =1 Ruii(A, B) & Raia(A, B)

(DS5) Raan(A, B) = Vx Vy(Inst(x, A) & Inst(y, B) — Rxy)

Ryome class relations are very weak. Ry,m.(A, B) holds as long as at least one A
stands in relation R to some B.

Ry class relations place restrictions on all instances of the first argument. Ry(A,
B) tells us that something is true of all A’s — each A stands in relation R to some B.

R.i» class relations place restrictions on all instances of the second argument.
R.i2(A, B) tells us that something is true of all B’s — for each B there is some A that
stands in the R relation to it.

Ra.12 class relations place restrictions on all instances of both arguments. R,y 2(A,
B) tells us that something is true of all A’s and something else is true of all B’s—each
A stands in the R relation to some B and for each B there is some A that stands in the
R relation to it.
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Raan class relations are very strong. Like R,y.j» relations, R,y relations place
restrictions on all instances of both arguments. But the restriction imposed by Ry
relations is much stronger than that imposed by the Ry, relations. Ry .i(A, B) tells
us that every A stands in relation R to every instance of B.

As examples, we consider how such class-level relations are defined when R is the
parthood relation (P).

Psome 1S the relation that holds between class A and class B if and only if some
instance of A is part of some instance of B. For example, given that some forests are
partially composed of oak trees Py,,.(Oak, Forest) holds (even though not every oak
tree is part of a forest and not every forest contains oaks).

P,y is the relation that holds between class A and class B if and only if every
instance of A is part of some instance of B. For example, every instance of Human
Female Reproductive System is part of some instance of Human Being. Thus,
P.ai(Human Female Reproductive System, Human Being). Similarly, every waterfall
is part of a watercourse. Thus, Py, ,(Waterfall, Watercourse).

P.» is the relation that holds between class A and class B if and only if every
instance of B has some instance of A as a part. For example, every instance of
Building has an instance of Wall as a part. Thus, Py,(Wall, Building). But notice that
P..1(Wall, Building) does NOT hold, since some walls (e.g. the Great Wall of China)
are not part of any building. Also notice that P, ,(Human Female Reproductive
System, Human Being) and P, (Waterfall, Watercourse) do NOT hold, since not all
human beings have female reproductive systems and not all watercourses have
waterfalls.

P12 is the relation that holds between class A and class B if and only if: i) every
instance of A is part of some instance of B and ii) every instance of B has some
instance of A as a part. For example, every instance of Capital is part of some
instance of Country and every instance of Country has some instance of Capital as a
part. Thus, P,y.»(Capital, Country). Also, the P, 1, relation holds between the classes
Province, Division, and Domain used in ecosystem classifications (McNab and Avers
1994), (Cleland, Avers et al. 1997). Every instance of the class Division is a part of
some instance the class Domain and every instance of the class Domain has some
instance of the class Division as a part, i.e., Py jp(Division, Domain). Similarly, Py,
12(Province, Division) and Py ,(Province, Domain). By contrast, NONE of the
following hold: Py.j,(Human Female Reproductive System, Human Being), Py
(Waterfall, Watercourse), Py 12(Wall, Building).

P is the relation that holds between class A and class B if and only if every
instance of A is part of every instance of B. P, is a very strong relation that is not
useful in most contexts. P,,1(A, B) will generally be false except in unusual cases in
which class B has very few instances. For example, if the SDTS entity type Earth
Surface is understood as a class with exactly one instance (the earth’s surface), then
P.ai(Continent, Earth Surface) holds since every continent is part of this single
instance of Earth Surface. Similarly, if we include the class Ecoregion Of Planet
Scale in our ecosystem classification and the domain of this classification is restricted
to the Earth, then Py (Domain, Ecoregion Of Planet Scale), P .(Division,
Ecoregion Of Planet Scale), and so on hold.
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3.3 Class-Level Detachment Relations

When R is any of the MI relations (P, PP, O, Loc-In, PCoin, C) which hold only
between connected individuals, the Ry, relation is generally too strong to be of
much use. The case is different when R is a detachment relation. By a detachment
relation, we mean a relation which always holds between individuals x and y when x
is a positive distance from y. The detachment relations in MI are DS (discreteness),
NCoin (non-coincidence), and SP (separation). (Notice that SP, but not DS or NCoin,
holds only between individuals which are a positive distance apart.) R,y versions of
the detachment relations are useful for geographical and anatomical reasoning.

DS.j.an is the relation that holds between class A and class B if and only if every
instance of A is discrete from every instance of B. For example, DS, (Sea,
Island)—no sea shares parts with any island (though seas and islands may be
externally connected). Also, DS,.i(Airplane, Airport)—no airplane shares parts with
any airport (though airplanes may be located in airports).

NCoing,y is the relation that holds between class A and class B if and only if
every instance of A is non-coincident with every instance of B. For example, NCoin,.
ai(Sea, Island)—no sea is coincident with any island. Also, NCoiny (Brain,
Heart)—no brain is coincident with any heart.

SP.y.n is the relation that holds between class A and class B if and only if every
instance of A is separated from every instance of B. For example, SP,..i(Ice Field,
Desert)—every ice field is a positive distance from every desert. Also,
SP..an(Brain, Heart)—every brain is a positive distance from every heart.

On the other hand, Ryome, Rui1, Rano, and Ry jo relations are not generally useful if
the underlying relation R is a detachment relation. For example, the relation NCoiny_;
holds between class A and class B if and only if every instance of A is non-coincident
with some instance of B. Since most classes have instances in widely scattered
locations, NCoiny;. (A, B) holds for nearly all classes A and B. Thus, e.g.,
NCoiny. | (Airplane, Airport) (every airplane is non-coincident with some airport) and
NCoiny,.|(Human Heart, Human Being) (every human heart is non-coincident with
some human being).

4 Individual-Level Relations vs. Class-Level Relations

The purpose of this section is to consider the correlation between the logical
properties of the class relations introduced in the previous section and the logical
properties of the underlying MI relations.

4.1 Basic Properties of Binary Relations

The table below lists basic logical properties of binary relations. For each row, we
assume that the MI relation R has the property listed under the heading. The
remaining cells in the row tell us whether we can then prove in MIC that the class
relations Ryome, Raii-1, Rai2s Ran-12, and Ry, also have the given property.
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Table 1. Correlation between MI relations among individuals and MIC relations among classes

MI Relation MIC Class Relations
Ris... Rsome Rall-l is...7? Rall-2 is...7 Rall-12 is...? Rall-all
is...7 is...?
reflexive yes yes yes yes no
irreflexive no no no no yes
symmetric yes no no yes yes
asymmetric no no no no yes
antisymmetric no no no no yes
transitive no yes yes yes yes

Table 1 shows that some, but not all, of the basic logical properties of the MI
relations transfer to the defined class relations. For example, since theorems of MI
require that PP is transitive, we can prove in MIC that PP, is also transitive. But we
cannot prove that PPy, is either irreflexive or asymmetric even though PP is
irreflexive and asymmetric. Also, for a fixed MI relation R, the five class relations
defined in terms of R will in general have different logical properties. For example,
Loc-In,y is transitive, but Loc-Ing,ne is not transitive. Oyy1, is symmetric, but neither
O,1.1 nor Oy, is symmetric. Thus, it is crucial that the different versions of class
relations are always explicitly distinguished from one another as well as from t